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Summary

The wireless sensor network (WSN) has attracted lots of attention recently. Broadcast is a fundamental operation

for all kinds of networks and it has not been addressed seriously in the WSN. Therefore, we propose two types of

power and time efficient broadcasting protocols, namely one-to-all and all-to-all broadcasting protocols, for five

different WSN topologies. Our one-to-all broadcasting protocols conserve power and time by choosing as few

relay nodes as possible to scatter packets to the whole network. Besides, collisions are carefully handled such that

our one-to-all broadcasting protocols can achieve 100% reachability. By assigning each node a proper channel, our

all-to-all broadcasting protocols are collision free and efficient. Numerical evaluation results compare the

performance of the five topologies and show that our broadcasting protocols are power and time efficient.
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1. Introduction

The wireless sensor network (WSN) has attracted lots

of attention recently. We can use the WSN to monitor

the conditions of a place, where the traditional wired

network is not available, such as battlefield, forest,

outer space and human body [1]. A WSN usually

consists of thousands of sensor nodes. Each sensor

node is equipped with micro-electro-mechanical sys-

tems (MEMS) component, which includes sensor,

radio circuit, data fusion circuitry [2] and general

purpose signal processing engines [3]. The wireless

sensor node collects the information from the envir-

onment by its sensor, processes the information by its

signal processing engine and exchanges the informa-

tion with other sensor nodes by its radio circuit.

It is known that the WSN with regular topology can

communicate more efficiently than the WSN with

random topology [4]. In a regular WSN, we can get

the location of each sensor node without the help of

GPS or other positioning devices. Besides, the bio-

medical sensor network is known to be regular [1]. To

reduce the power consumption of communications

and to get more accurate locations of sensor nodes,

we can adopt the WSN with regular topology in some

proper applications, such as deploying WSN to build-

ings, bridges, space vehicles [5] and biomedical

sensors [1]. The regular WSN can be deployed by
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robots. A deployment algorithm for regular WSN is

proposed in Reference [6]. It uses an autonomous

helicopter to deploy a regular WSN.

Broadcast is a fundamental operation for all kinds

of networks. In WSN, we can use the one-to-all

broadcasting protocol to give orders, search routes,

send queries or notify important messages (e.g. in-

truders detected by sensors). The all-to-all broadcast-

ing protocol can be used to acquire a new global state

among wireless nodes [7], broadcast personalized

information and update routing information. For ex-

ample, if we want to track several objects in the WSN

and predict their moving patterns, each senor node can

broadcast its gathering information to all the other

sensor nodes. Another example is that each sensor

node can broadcast its location and sensing range to

all sensor nodes. This can be used in location aware

monitoring. Due to radio’s broadcasting nature, de-

signing a broadcast protocol for the WSN should be

cautious to prevent redundant broadcasts and colli-

sions. Besides, the sensor node is a low-cost, small

sized and power-limited electronic device [8], such

that the broadcasting protocol for WSN should be

energy-efficient and should not cause complicate

computation.

Many researchers focus on designing energy effi-

cient routing and aggregation protocols [4,9–13] for

WSN. SPIN [9] is the first data-centric routing me-

chanism. Before transmission, each sensor node ne-

gotiates with its neighbors, so that it can eliminate

redundant data and save energy. A scalable routing

protocol for WSN, namely directed diffusion, is

proposed in Reference [10]. This paper uses a naming

scheme for data, so that it can eliminate unnecessary

operations of routing, and thus conserve energy. A

cluster-based protocol is proposed in Reference [11],

which randomly selects cluster heads to collect in-

formation in the network. Since each cluster head has

to consume more power to transmit the collected

information to the base station, randomly selecting

cluster heads will let every node consume about the

same amount of power. In protocol [12], each sensor

node will decide whether it should transmit the data or

not according to the variation of the collecting in-

formation and thus conserve more power than the

protocol in Reference [11]. Power-efficient gathering

in sensor information systems (PEGASIS) [13] also

try to improve the work in Reference [11]. Instead of

forming clusters, PEGASIS forms several chains in

the WSN. The gathered data is transmitted along the

chain and only one node in each chain needs to

transmit the aggregated data to the base station, and

thus save energy. A routing protocol for the wireless

access network is proposed in Reference [14]. It can

evenly distribute the power consumption of the trans-

mission to every possible relay nodes in the network

and thus extends the lifetime of the network. Power

efficient routing protocols for five different regular

WSN topologies are presented in Reference [4]. A

stateless geographic real-time communication proto-

col for WSNs is proposed in Reference [15]. The real-

time communication is achieved by maintaining a

uniform packet delivery speed across the WSN. The

survey of routing protocols for WSN is proposed in

Reference [16]. A linear chain scheme for all-to-all

broadcasting and data gathering is proposed in

Reference [17]. The information of the whole network

is gathered along the linear chain from the beginning

to the end of the chain, and then the ending node

scatters the gathered information in the reverse direc-

tion. To improve the work in Reference [17], a multi-

ple-chain scheme for all-to-all broadcasting is

proposed in Reference [18]. It divides the network

into regions and generates a linear subchain in each

region. The linear-chain scheme is applied to each

subchain to gather or scatter information.

The routing and aggregation protocols for WSN

have been studied extensively. However, no broad-

casting protocol for regular WSNs has been proposed

before. Here, we propose two types of power and time

efficient broadcasting protocols, namely one-to-all

and all-to-all broadcasting protocols, for the five

different topologies proposed in References [1,4,19].

Our one-to-all broadcasting protocols not only choose

as few nodes as possible to relay the broadcast pack-

ets, but also scatter the packets along the shortest path.

Besides, our one-to-all broadcasting protocols can

achieve 100% reachability by carefully handling col-

lisions. By assigning each host a collision-free chan-

nel and scattering the packets along the shortest path,

our all-to-all broadcasting protocols are not only

collision-free but also can save lots of power and

time. Numerical analysis results compare the perfor-

mances of the five different topologies and show that

our broadcasting protocols are power and time effi-

cient. Our broadcasting protocols not only have good

performances in the WSNs, but also can be applied to

the wireless network which is static and regular, such

as the packet radio network or the network consisting

of wireless access points [14].

The rest of this paper is organized as follow. Section

2 describes the system environments. Section 3 pre-

sents our one-to-all broadcasting protocols for the five

different topologies. Section 4 shows our all-to-all
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broadcasting protocols. Section 5 analyzes our broad-

casting protocols and conclusions are made in

Section 6.

2. System Environments

To evaluate the power consumption of each sensor

node, we adopt the first order radio model proposed in

Reference [11]. In this model, the power consumption

rate (denoted as Eelec) of transmitting/receiving pack-

ets is 50 nJ/bit. To avoid the transmitting packet being

interfered by the noise in the air, the sender has to

consume extra 100 pJ/bit/m2 (denoted as Eamp) to

strengthen the transmitting signal so that the receiver

can receive the packet correctly. If the sender wants to

transmit k bits data to the receiver which is d meters

away, the total power consumption is:

ETxðk; dÞ ¼ Eelec � k þ Eamp � k � d2 ð1Þ

To receive the packet, the power consumption of

the receiver is:

ERxðkÞ ¼ Eelec � k ð2Þ

According to Equations 1 and 2, we can calculate

the amount of power consumed by transmitting (or

receiving) a packet.

Five different network topologies are considered

here: namely 2D mesh with three neighbors (Figure 1),

2D mesh with four neighbors (Figure 2), 2D mesh

with six neighbors (Figure 3), 2D mesh with eight

neighbors (Figure 4) and 3D mesh with six neighbors

Fig. 1. 2D mesh with three neighbors.

Fig. 2. 2D mesh with four neighbors.

Fig. 3. 2D mesh with six neighbors.

Fig. 4. 2D mesh with eight neighbors.
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(Figure 5). In the five figures, if there is an edge

connecting two nodes, it indicates that the two nodes

can communicate with each other by radio and thus

they are neighbors. Each node is assigned a unique id

according to its relative location in the network. The

ids in 2D and 3D networks are denoted as ðx; yÞ and

ðx; y; zÞ respectively. In practical, the WSN topology

may not be so regular. However, each node can

maintain the regular topology by ignoring the signal

transmitted by the node that is not supposed to be its

neighbor. Maintaining the regular topology will not

affect the correctness of our one-to-all and all-to-all

broadcasting protocols. For example, in Figure 2,

nodes (3, 2), (2, 3), (4, 3) and (3, 4) are neighbors of

node (3, 3). Nodes (2, 2), (2, 4), (4, 2) and (4, 4) may

also be in the communication range of node (3, 3), but

node (3, 3) can maintain the regular topology by

ignoring the signal transmitted by these nodes.

We can synchronize the WSN according to the

protocols proposed in References [20,21]. The radio

channel is assumed to be symmetric, that the power

required to transmit a packet from node A to node B is

the same as the power required to transmit a packet

from node B to node A.

3. One-to-All Broadcasting Protocols

The goal of the one-to-all broadcasting protocol is to

scatter the source node’s data to all the nodes in the

network. In traditional broadcasting protocols, almost

all the nodes need to forward the data and thus cause

severe collisions. To avoid collision, some of the

nodes need to wait for a period of time before

forwarding the data. However, lots of time and power

are wasted when the nodes are waiting. Therefore, we

have to reduce the number of relay nodes and handle

collisions carefully.

Due to the broadcasting nature of wireless radio (a

transmission can cover all the neighboring nodes), it is

not necessary for every nodes in the network to

forward the broadcast packet while broadcasting

packets to every node in the network. Since the net-

work topologies are regular and fixed, we may choose

the necessary relay nodes according to the network

topology and thus avoid unnecessary forwarding and

collisions. To conserve power, the number of relay

nodes should be as few as possible, so that the total

amount of consumed power can be decreased. Assum-

ing the total number of neighbors is denoted as N and

the number of neighbors that receive a non-duplicated

packet after the transmission is denoted as M, the

efficient transmission ratio (ETR) is defined as

ETR¼M/N. The higher the ETR is, the more efficient

the transmission is. Therefore, we will choose the

node which has a higher ETR as the relay node. Our

goal is to reduce the number of the relay nodes and

transmit the broadcast packet along the shortest path

so that the delay time and the consumed power can be

reduced.

Nodes in different network topology can achieve

different ETR. Only the source node in the network

can reach 100% ETR. For any node Hi with N

neighbors, the possible optimal ETR is N�1/N. As-

sume that Hi receives the broadcast packet from one

of its neighbor, Hj. Since Hj has already received the

broadcast packet, there are at most N � 1 nodes that

receive the non-duplicated packet after the transmis-

sion. For example, in 2D mesh with three neighbors,

the non-source node’s optimal ETR is 2/3.

Choosing relay nodes according to ETR cannot

guarantee a collision-free transmission. Collisions

may cause some retransmissions. However, to provide

a collision-free broadcast, we need to delay some

transmissions, and thus increase the delay time and

cause more nodes to receive duplicated packets. The

larger the network the longer is the delay time. Be-

sides, receiving duplicated packets will consume more

power. Therefore, we do not delay the transmission to

avoid collision, instead, we let the collision occur and

retransmit the collided packets. Since retransmitting

the collided packets will consume additional power,

we choose as few nodes as possible to retransmit the

packets.

Fig. 5. 3D mesh with six neighbors.

38 J.-P. SHEU, C.-S. HSU AND Y.-J. CHANG

Copyright # 2005 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2006; 6:35–48



For the ease of describing our broadcasting proto-

cols, we assume that the size of the 2D mesh is m� n,

where m and n are positive integers, and the source

node’s id is ði; jÞ. The nodes in the ath row and bth

column of the WSN can form two axes, namely Xa

and Yb axes respectively.

3.1. 2D Mesh with Four Neighbors

To achieve high ETR in 2D mesh with four neighbors,

the source node ði; jÞ first transmits the broadcast

packet along the Xj and Yi axes. As long as the

node, whose id is ði� 3k; jÞ (or ðiþ 3k; jÞ), where

1 � i� 3k < i; i < iþ 3k � m and k is a positive

integer, has received the broadcast packet, it will

transmit the broadcast packet along the Yi�3k (or

Yiþ3k) axis. However, the nodes in the border of Y

axis (e.g. Y1 and Ym axes), may still not receive the

broadcast packet. Therefore, the nodes in the Y1 and

Ym axes need to check whether the nodes in the Y2 and

Ym�1 axes are relay nodes or not respectively. If the

nodes in the Y2 (or Ym�1) axis are not relay nodes,

the nodes in the Y1 (or Ym) axis will become the relay

nodes, otherwise, they will not become the relay

nodes.

When node ðiþ 1 þ 3k; jÞ is transmitting packets

to the right side of the network, it will collide with the

transmissions of nodes ðiþ 3k; j� 1Þ and

ðiþ 3k; jþ 1Þ, and collisions occur in nodes

ðiþ 1 þ 3k; j� 1Þ and ðiþ 1 þ 3k; jþ 1Þ respec-

tively, where i � iþ 1 þ 3k � m and k is an integer.

Similarly, when node ði� 1 � 3k; jÞ is transmitting

packets to the left side of the network, it will collide

with the transmissions of nodes ði� 3k; j� 1Þ and

ði� 3k; jþ 1Þ, and collisions occur in nodes

ði� 1 � 3k; j� 1Þ and ði� 1 � 3k; jþ 1Þ, respec-

tively, where 1 � i� 1 � 3k � i. If we delay the

transmissions of nodes ðiþ 1 þ 3k; jÞ and

ði� 1 � 3k; jÞ to avoid collisions, it will cause d extra

time slots delay, where d ¼ maxðdi� 1=3; m� i=3eÞ,
and nodes ðiþ 3k; jÞ, ði� 3k; jÞ, ðiþ 1 þ 3k; jþ 1Þ,
ðiþ 1 þ 3k; j� 1Þ, ði� 1 � 3k; jþ 1Þ and ði� 1

�3k; j� 1Þ will receive duplicated packets. On the

other hand, if we delay the transmissions of nodes

ðiþ 3k; j� 1Þ, ðiþ 3k; jþ 1Þ, ði� 3k; j� 1Þ and

ði� 3k; jþ 1Þ to avoid collisions, it will cause an

extra time slot delay and nodes ðiþ 1 þ 3k; jþ 1Þ,
ðiþ 1 þ 3k; j� 1Þ, ði� 1 � 3k; jþ 1Þ, ði� 1 � 3k;
j� 1Þ, ði� 1 þ 3k; jþ 1Þ, ði� 1 þ 3k; j� 1Þ,
ðiþ 1 � 3k; jþ 1Þ and ðiþ 1 � 3k; j� 1Þ will re-

ceive duplicated packets and thus consume more

power. For example, in Figure 6, if we delay the

transmissions of nodes (2, 8), (5, 8), (7, 8), (10, 8)

and (13, 8), it will cause three extra time slots delay.

Therefore, we do not try to avoid collisions, instead

we let nodes (2, 8), (5, 8), (7, 8), (10, 8) and (13, 8)

retransmit the broadcast packet in the next time slot.

Figure 6 is an example of the one-to-all broadcast

for 2D mesh with four neighbors. The nodes in black

or gray color are the relay nodes, the nodes in gray

color need to retransmit the broadcast packet, and the

numbers beside the edges are the transmission se-

quences. In this protocol, most of the relay nodes can

achieve optimal ETR (¼3/4) and thus conserve lots of

power.

3.2. 2D Mesh with Six Neighbors

For the ease of describing the broadcasting protocols

of 2D mesh with six, eight and three neighbors, we

define the term ‘diagonal axis’ as follows: for any

node ði; jÞ, where i is the coordinate in the X axis and j

is the coordinate in Y axis, we define two types of

diagonal axis, namely S1 and S2. The node ði; jÞ along

S1 axis is in set S1ðcÞ, if c ¼ iþ j, and the node ði; jÞ
along S2 axis is in set S2ðcÞ, if c ¼ i� j. For example,

nodes (5, 7), (6, 6) and (7, 5) are in set S1ð12Þ, and

nodes (5, 3), (6, 4) and (7, 5) are in set S2ð2Þ. The

nodes in a set will form a straight line in the network.

The straight line formed by the nodes in S1ðcÞ are

named as the S1 direction, and the straight line formed

by the nodes in S2ðcÞ are named as the S2 direction.

Fig. 6. One-to-all broadcast for 2D mesh with four neigh-
bors, where source is (6; 8).
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Compare 2D mesh with six neighbors to 2D mesh

with four neighbors. In 2D mesh with six neighbors,

node ðx; yÞ has two additional neighbors, nodes

ðx� 1; yþ 1Þ and ðxþ 1; y� 1Þ. Therefore, when

broadcasting packets to the upper right and lower

left areas of the source node ði; jÞ, the packets can

be forwarded along the nodes in set S1ðiþ jÞ. When

broadcasting packets to the upper left and lower right

areas of the source node, we use the same protocol as

in 2D mesh with four neighbors to choose the relay

nodes and forward the broadcast packets. However,

forwarding the broadcast packets along the relay

nodes in set S1ðiþ jÞ cannot cover all the nodes in

the upper right and lower left areas of the source node.

When the packet is forwarded to the node, whose

distance is 3k hops away from the source and id is

ðiþ 3k; j� 3kÞ, where 1 � iþ 3k � m and

1 � j� 3k � n, and k is an integer, the packet will

also be forwarded along the Xj�3k and Yiþ3k axes.

The ending nodes of Xj and S1ðiþ jÞ axes, for

example nodes ð1; jÞ, ðm; jÞ, ð1; iþ j� 1Þ and

ðiþ j� 1; 1Þ, need to check whether they need to

be relay nodes or not. If the nodes in their neighboring

rows or columns are relay nodes, they will not become

the relay nodes, otherwise, they should become the

relay nodes. The rules are summarized as follows:

� If the nodes in Y2 axis are relay nodes (ði� 2Þ mod

3 ¼ 0) then nodes ð1; jÞ and ð1; iþ j� 1Þ will not

become the relay nodes else nodes ð1; jÞ and

ð1; iþ j� 1Þ will become the relay nodes.

� If the nodes in Ym�1 axis are relay nodes

(ðm� i� 1Þ mod 3 ¼ 0) then node ðm; jÞ will not

become the relay node else node ðm; jÞ will become

the relay node.

� If the nodes in Yiþj�2 axis are relay nodes (ðj� 2Þ
mod 3 ¼ 0) then node ðiþ j� 1; 1Þ will not be-

come the relay node else node ðiþ j� 1; 1Þ will

become the relay node.

For example, in Figure 7, node (5, 9) is the source

node. Consider broadcasting packets to the upper right

and lower left areas of node (5, 9), the broadcast

packet is first forwarded along the S1ð14Þ axis. When

the broadcast packet is forwarded to nodes (2, 12), (8,

6) and (11, 3), the packet will also be forwarded along

the X and Y axes. On the other hand, when broad-

casting packets to the upper left and lower right areas

of node (5, 9), the broadcast packet is first forwarded

along the Xj and Yi axes. When the broadcast packet is

forwarded to nodes (2, 9), (8, 9), (11, 9) and (14, 9),

the packet will also be forwarded along the X axis.

Nodes (1, 9) and (1, 13) will not become relay nodes,

because the nodes in Y2 axis are chosen as the relay

nodes.

When the broadcast packet is forwarded to the

upper left and lower right areas, the collided and

retransmitting nodes are the same as in 2D mesh

with four neighbors. However, the packet cannot be

retransmitted in the next time slot, otherwise, colli-

sions occur again. To avoid collision, the packet is

retransmitted in two time slots later. When node

ðiþ 1 þ 3k; j� 1 � 3kÞ is forwarding the broadcast

packet to the upper right areas of the network, it will

collide with the transmissions of nodes

ðiþ 1 þ 3k; j� 3kÞ and ðiþ 3k; j� 1 � 3kÞ, where

i � iþ 1 þ 3k � m and 1 � j� 1 � 3k � j. Simi-

larly, when node ði� 1 � 3k; jþ 1 þ 3kÞ is forward-

ing the broadcast packet to the lower left areas of the

network, it will collide with the transmissions of

nodes ði� 1 � 3k; jþ 3kÞ and ði� 3k; jþ 1 þ 3kÞ,
where 1 � i� 1 � 3k � i and j � jþ 1 þ 3k � n.

Therefore, nodes ðiþ 1 þ 3k; j� 1 � 3kÞ and

ði� 1 � 3k; jþ 1 þ 3kÞ will retransmit the packet,

where i � iþ 1 þ 3k � m, 1 � j� 1 � 3k � j,

1 � i� 1 � 3k � i and j � jþ 1 þ 3k � n. However,

if they retransmit the packet in the next time slot,

collisions occur again. To avoid collision, they re-

transmit the packet in two time slots later. According

to the above rules, four of the source node’s neighbors

need to retransmit the packet and collisions occur

when they retransmit simultaneously. Therefore, we

choose three non-neighboring nodes from the six

neighbors of the source node to retransmit the packet

in two time slots later and no collision occurs.

Figure 7 is an example of the one-to-all broadcast

for 2D mesh with six neighbors. The nodes in black or

Fig. 7. One-to-all broadcast for 2D mesh with six neighbors,
where source is (5; 9).
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gray color are the relay nodes, the nodes in gray color

need to retransmit the broadcast packet and the

numbers beside the edges are the transmission se-

quences. Node (5, 9) is the source. When collisions

occur, three of the neighboring nodes of node (5, 9),

nodes (4, 9), (6, 8) and (5, 10), need to retransmit the

packet in two time slots later. The nodes (9, 9) and

(12, 9) in the X9 axis and the nodes (9, 5) and (12, 2) in

the S1ð14Þ axis also need to retransmit the packet in

two time slots later.

After a broadcast packet is received from the

neighbor, three of the receiver’s neighbors (including

the sender) have already received the broadcast

packet. Therefore, in 2D mesh with six neighbors,

the optimal ETR is 3/6. Most of the relay nodes in our

protocol can achieve the optimal ETR and thus can

conserve lots of power.

3.3. 2D Mesh with Eight Neighbors

Compare 2D mesh with eight neighbors to 2D mesh

with four neighbors, in 2D mesh with eight neighbors,

node ði; jÞ has four additional neighbors, nodes

ði� 1; j� 1Þ, ðiþ 1; j� 1Þ, ði� 1; jþ 1Þ and

ðiþ 1; jþ 1Þ. Therefore, the broadcast packet can

be transmitted along the four additional neighbors.

Forwarding the broadcast packet along the diagonals

cannot only decrease the delay time but also can

conserve more energy than forwarding along the X

axis and Yaxis. In Figure 8, if node (1, 4) transmits the

broadcast packet along the X axis and Y axis, it takes

six hops to forward the packet to node (4, 1), however,

if the packet is forwarded along the diagonal, it takes

only three hops to forward the packet to node (4, 1).

Besides, if nodes (2, 3) forwards the broadcast packet

to node (3, 2), which is along the diagonal direction,

nodes (2, 2) and (3, 3) will also receive the broadcast

packet, so the ETR of node (3, 2) is 5/8. However, if

the broadcast packet is transmitted from node (2, 2) to

node (3, 2), which is along the X axis, nodes (2, 1), (2,

3), (3, 1) and (3, 3) will also receive the broadcast

packet, and the ETR of node (3, 2) is 3/8, which is

much lower than transmitting along the diagonal

direction.

Assuming the source node’s id is ði; jÞ. We first

choose the nodes in sets S1ðiþ jÞ and S2ði� jÞ as the

basic relay nodes, then we choose the remaining relay

nodes from the S2 (or S1 but not both) axis. The nodes

in sets S2ði� jþ 5kÞ, where �n � i� jþ 5k � m; k
is an integer, are chosen as the relay nodes. Collisions

occur when the relay nodes those have common

neighbors transmit packets simultaneously. However,

not all collisions need to be resolved by retransmis-

sion. When nodes ðiþ 1; jþ 1Þ and ðiþ 1; j� 1Þ
transmit packets simultaneously, collisions occur in

node ðiþ 2; jÞ, therefore, we let node ðiþ 1; j� 1Þ
retransmit the packet. When nodes ðiþ 3; j� 3Þ and

ðiþ 3; j� 2Þ transmit packets simultaneously, colli-

sions occur in nodes ðiþ 4; j� 3Þ and ðiþ 4; j� 2Þ.
However, when nodes ðiþ 4; j� 4Þ and ðiþ 4; j� 1Þ
forward the packet, nodes ðiþ 4; j� 3Þ and

ðiþ 4; j� 2Þ will receive the packet from them re-

spectively. Therefore, nodes ðiþ 3; j� 3Þ and

ðiþ 3; j� 2Þ do not need to retransmit the packet.

For example, in Figure 9, node (5, 9) is the source.

Nodes in S1ð14Þ, S2ð1Þ, S2ð6Þ, S2ð11Þ, S2ð�4Þ and

S2ð�9Þ are chosen as the relay nodes. When nodes (6,

8) and (6, 10) transmit packets simultaneously, colli-

sions occur in node (7, 9). Therefore, we let node (6,

8) retransmit the packet. In case of nodes (8, 6) and

Fig. 8. Transmit packets along the diagonal and the X axis
have different efficient transmission ratio (ETR).

Fig. 9. One-to-all broadcast for 2D mesh with eight neigh-
bors, where source is (5; 9).
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(8, 7) transmit packets simultaneously, collisions

occur in nodes (9, 6) and (9, 7). However, when nodes

(9, 5) and (9, 8) forward the packet, nodes (9, 6) and

(9, 7) will receive the packet from them respectively.

Therefore, neither node (8, 6) nor (8, 7) needs to

retransmit the packet. In Figure 9, the nodes in black

or gray color are the relay nodes, the nodes in gray

color need to retransmit the broadcast packet, and

the numbers beside the edge are the transmission

sequences. We can see that, among 196 nodes, only

three nodes need to retransmit the packet and

most of the relay nodes can achieve optimal ETR

(¼5/8).

3.4. 2D Mesh with Three Neighbors

The broadcasting protocol of 2D mesh with three

neighbors is more complicated than that of the other

2D topologies. To choose proper relay nodes and

achieve high ETR, we divide the network into three

regions as shown in Figure 10. First, the source node

ði; jÞ will choose two nodes (denoted as nodes ðia; jaÞ
and ðib; jbÞ) as the base nodes and then decide which

region each node is located. If node ði; j� 1Þ is the

neighbor of node ði; jÞ, node ði; jÞ sets ðia; jaÞ ¼
ði; j� 2Þ and ðib; jbÞ ¼ ði; jþ 1Þ, otherwise, it sets

ðia; jaÞ ¼ ði; j� 1Þ and ðib; jbÞ ¼ ði; jþ 2Þ. For any

node ðx; yÞ, if xþ y � ia þ ja and x� y � ia � ja,

node ðx; yÞ is in region 2. Otherwise, if xþ y �

ib þ jb and x� y � ib � jb, node ðx; yÞ is in region 3.

The node that is not in regions 2 and 3 is in region 1.

Different regions have different rules to choose

relay nodes. Basically, we choose the node, which is

in the Xj axis or in the two types of diagonal axes (S1

and S2), as the relay node. For the convenience of

describing our protocol, we assume that the source

node’s id is ði; jÞ and the two sets of basic relay nodes

along the two diagonal axes is denoted as B1ði; jÞ and

B2ði; jÞ. We set B1ði; jÞ and B2ði; jÞ according to the

following rules:

If node ði; jþ 1Þ is node ði; jÞ’s neighbor then

B1ði; jÞ ¼ S1ðiþ jÞ [ S1ðiþ jþ 1Þ and B2ði; jÞ ¼
S2ði� jÞ [ S2ði� j� 1Þ

else B1ði; jÞ¼S1ðiþjÞ [ S1ðiþj�1Þ and B2ði; jÞ ¼
S2ði� jÞ [ S2ði� jþ 1Þ

For example in Figure 1, node (5, 4) is the source.

Since node (5, 5) is not node (5, 4)’s neighbor, we

have B1ð5; 4Þ ¼ S1ð9Þ [ S1ð8Þ, and B2ð5; 4Þ ¼
S2ð1Þ [ S2ð2Þ. The nodes in X4; B1ð5; 4Þ and

B2ð5; 4Þ are all chosen as the basic relay nodes.

To broadcast packet to all the nodes in the network,

we need to choose more relay nodes according to the

following rules. We choose the relay nodes in region 1

according to R1 and R2 and we choose the relay nodes

in regions 2 and 3 according to R3 and R4.

For any node ðx; yÞ where 1 � x � m and

1 � y � n:

R1: Node ðx; yÞ is located in region 1 and in the upper

right side or lower left side of node ði; jÞ and

ðx; yÞ 2 B1ðiþ 4k; jÞ, where 1 � iþ 4k � m and

k is an integer.

R2: Node ðx; yÞ is located in region 1 and in the upper

left side or lower right side of node ði; jÞ and

ðx; yÞ 2 B2ðiþ 4k; jÞ, where 1 � iþ 4k � m and

k is an integer.

R3: Source node ði; jÞ is located in the left side of the

network, i.e. 1 � i � m=2. (Node ðx; yÞ is in

region 3 and ðx; yÞ 2 B1ðiþ 4k; jÞ) or (node

ðx; yÞ is in region 2 and ðx; yÞ 2 B2ðiþ 4k; jÞ),
where 1 � iþ 4k � m and k is an integer.

R4: Source node ði; jÞ is located in the right side of the

network, i.e. m=2 < i � m. (Node ðx; yÞ is in

region 3 and ðx; yÞ 2 B2 ðiþ 4k; jÞ) or (node

ðx; yÞ is in region 2 and ðx; yÞ 2 B1ðiþ 4k; jÞ),
where 1 � iþ 4k � m and k is an integer.

The ending nodes of Xj axis, for example nodes

ð1; jÞ and ðm; jÞ, need to check whether they need to

Fig. 10. One-to-all broadcast for 2D mesh with three
neighbors, where source is (10; 7).
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be relay nodes or not. If node ð1; jÞ does not belong to

B1ðx1; jÞ and B2ðx1; jÞ, where x1 ¼ i� 4bi� 1=4c,

node (1, j) will not become relay node because all

its neighbors are covered by the nodes in B1ðx1; jÞ and

B2ðx1; jÞ. Therefore, if ði� 1Þ mod 4¼2 or 3, node (1;
j) will not become the relay node, otherwise, it will

become the relay node. Similarly, if ðm� iÞ mod 4¼2

or 3, all the neighbors of node ðm; jÞ are covered by

the nodes in B1ðx2; jÞ and B2ðx2; jÞ, where

x2 ¼ iþ 4bm� i=4c, node ðm; jÞ will not become

relay node, otherwise, it will become the relay node.

For example in Figure 10, the source node’s id is (10,

7), which is located on the left side of the network.

The nodes in black or gray color are the relay nodes,

the nodes in gray color need to retransmit the broad-

cast packet, and the numbers beside the edge are the

transmission sequences. Node (21, 7) will not become

relay node, since all its neighbors are covered by the

nodes in B1ð18; 7Þ and B2ð18; 7Þ. According to

rule R1, the nodes located in region 1 and in

sets S1ð17Þ; S1ð16Þ; S1ð13Þ; S1ð12Þ; S1ð9Þ; S1ð8Þ
S1ð20Þ; S1ð21Þ; S1ð24Þ and S1ð25Þ are chosen as the

relay nodes. According to rule R2, the nodes located

in region 1 and in sets S2ð3Þ; S2ð4Þ; S2ð0Þ; S2ð�1Þ;
S2ð�4Þ; S2ð�5Þ; S2ð7Þ; S2ð8Þ; S2ð11Þ and S2ð12Þ
are chosen as the relay nodes. According to rule R3,

the nodes located in region 2 and in sets

S2ð7Þ; S2ð8Þ; S2ð11Þ; S2ð12Þ and the nodes located

in region 3 and in sets S1ð20Þ; S1ð21Þ; S1ð24Þ S1ð25Þ
are chosen as relay nodes. Since, most of the relay

nodes can achieve optimal ETR (¼2/3), our protocol

can conserve lots of power.

When the broadcast packet is transmitted along the

relay nodes, some collisions may occur. Since the

topology of the network is predetermined, we know

where the collision will occur and which node needs

to retransmit the packet.

3.5. 3D Mesh with Six Neighbors

In 3D mesh with six neighbors, the optimal ETR is

5/6. The 3D mesh with six neighbors can be regarded

as multiple XY planes of 2D mesh with four neighbors.

This indicates that 3D mesh with six neighbors has an

additional transmission direction, the Z axis. For each

XY plane, we can use the broadcasting protocol of 2D

mesh with four neighbors to scatter the packet to every

node, however, this approach will consume more

power and cause more collisions. Therefore, we

divide our broadcasting protocol for 3D mesh with

six neighbors into two parts. In the first part, we apply

the broadcasting protocol of 2D mesh with four

neighbors to scatter the packet to all the nodes in

the same XY plane as the source node ði; j; kÞ. In the

second part, we select some nodes in the XY plane to

forward the broadcast packet to other XY planes along

Z axis. These selected nodes are denoted as z-relay

nodes. As soon as the z-relay nodes have received the

broadcast packet, they can forward the packet to other

planes along the Z axis without waiting for the ending

of part 1. Let the source be a z-relay node. We can

recursively define the z-relay node as follows:

R5: Assuming the network size is m� n� l. If node

ðx; y; zÞ is a z-relay node then nodes ðx; y; wÞ,
ðx�2; y�1; wÞ, ðx�1; yþ2; wÞ; ðxþ1; y�2;wÞ
and ðxþ 2; yþ 1; wÞ are z-relay nodes, where

1 � w � l.

Note that, when all of the source node’s neighbors

forward the packet simultaneously, collisions occur,

therefore, nodes ði� 1; j; kÞ; ðiþ 1; j; kÞ; ði; j;
k � 1Þ and ði; j; k þ 1Þ need to retransmit the packet.

However, when they retransmit the packet simulta-

neously, collisions also occur. Therefore, relay nodes

ði� 1; j; kÞ and ðiþ 1; j; kÞ will retransmit the

packet one slot later and z-relay nodes ði; j; k � 1Þ
and ði; j; k þ 1Þ will retransmit the packet two slots

later. To avoid the packet collision occurring between

the relay nodes and z-relay nodes in the XY plane with

z ¼ k, we also need to delay the z-relay nodes to

forward the packet one slot later.

There are still some nodes in the border of the

plane, which will not receive the broadcast packet.

Therefore, we need to choose some additional nodes

in the border. Figure 11 is an example of scattering the

broadcast packet to other XY planes in 3D mesh with

six neighbors. The nodes in black color are the z-relay

nodes. The nodes in gray color are the additional relay

node in the border. They will wait for two time slots

and then forward the packet.

For example, assume that node (6, 8, 4) is the

source node of a 3D mesh with six neighbors. The

relay nodes in the XY plane of the source node are

the same as shown in Figure 6. In addition, according

to rule R5, nodes (4, 7, 4), (5, 10, 4), (7, 6, 4), (8, 9,

4), . . . , are also selected as z-relay nodes to forward

the packet to other XY planes along Z axis as shown in

Figure 11.

All of the broadcasting protocols mentioned in this

section, forward the broadcast packet along the short-

est path and most of the relay nodes can achieve the

optimal ETR (The optimal ETRs of the four topologies

are shown in Table I). Therefore, our broadcasting
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protocols cannot only achieve optimal transmission

time, but also conserve lots of energy. Besides, colli-

sions are carefully handled such that our broadcasting

protocols can achieve 100% reachability.

4. All-to-All Broadcasting Protocols

The purpose of the all-to-all broadcast is to let every

node in the network scatter its broadcast packet to all

the nodes in the network, hence, the traffic load of the

all-to-all broadcast is very heavy. When the traffic

load is heavy, collision and contention become a

serious problem. Therefore, we divide the nodes into

several groups and the nodes in the same group can

transmit the packet simultaneously. To avoid colli-

sion, neighboring nodes within two hops cannot be

assigned to the same group and cannot transmit

packets at the same time. The grouping problem is

equal to the coloring problem [22]. Our goal is to use

the least number of colors to paint the network. The

color of the node is the channel that the node is using

to transmit packets.

Many researchers [23–26] attempt to design colli-

sion-free broadcasting protocols for mobile ad hoc

networks, and model the broadcast scheduling pro-

blem as a graph-coloring problem. In our protocol,

since the network topologies are regular and fixed, we

can assign each node a proper color (or channel)

according to the network’s topology. All the neighbor-

ing nodes cannot be assigned to the same color.

Hence, the minimum number of the required colors

is N þ 1, where N is the number of neighbors.

Figures 12–16 show how we assign colors to 2D

mesh with three, four, six and eight neighbors and

3D mesh with six neighbors respectively. The detail of

the algorithm to color the five topologies are shown in

the appendix.

Our all-to-all broadcasting protocol works as fol-

lows. First, assign colors to all nodes in the network.

Table I. Optimal ETRs of the five topologies.

Topology Optimal ETR

2D-3 2/3
2D-4 3/4
2D-6 3/6
2D-8 5/8
3D-6 5/6

Fig. 12. Coloring a 2D mesh with three neighbors using
four colors.

Fig. 13. Coloring a 2D mesh with four neighbors using
five colors.

Fig. 11. Scatter the broadcast packet to each XY plane along
the Z axis in 3D mesh with six neighbors, where source is (6,

8; k) and black nodes are z-relay nodes.
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Second, follow the one-to-all broadcasting protocol

to choose relay nodes and forward the packet in

the dedicated time slot. When the color of each

node is decided, the assigned time slot is also decided.

Assuming the assigned color of a node is c and the

number of colors is n, the node will transmit the

packet at time slot cþ k � n, where k is an integer

and k � 0. In other time slot, the node will receive the

packets. As the transmission time slot is decided, each

relay node follows the one-to-all broadcasting proto-

cols to transmit the packet in its dedicated time slot.

For example, node (2, 3) in Figure 13 is assigned to

color 1, it will transmit packets at time slot 1, 6, 11,

16, . . . , and receives packets in the remaining time

slots.

By assigning each node a collision-free time slot,

our all-to-all broadcasting protocols are collision-free

such that all the relay nodes do not need to retransmit

packets and delay the transmissions.

The all-to-all broadcast algorithm is shown as

follows:

Algorithm: All-to-All Broadcast

ðx; yÞ is the id of a node, n is the number of colors in a

network, c is the assigned color of node ðx; yÞ and S is

the size of the network.

Begin

For k :¼0 to S� 1

For l :¼0 to n� 1

If l¼c then

pkt¼the first packet in the message_queue

ðx; yÞ broadcasts pkt to its neighbors

else

node ðx; yÞ receives a packet pkt with

source ði; jÞ from one of its neighbors.

Apply the one-to-all broadcasting protocol

to decide whether to relay the received

packet or not.

If node ðx; yÞ has to forward the received

packet pkt for source ði; jÞ then

put the received packet pkt to message_

queue

End if

End if

End for

End for

End

5. Performance Analysis

In this section, we will calculate and analyze the

performance of our broadcasting protocols. We as-

sume that there are 512 nodes on the network. These

nodes can be constructed as a 32 � 16 2D mesh or a

8� 8� 8 3D mesh. The distance between any two

neighboring nodes ðdÞ is 0.5 m, the packet length ðkÞ
is 512 bits. We use Equations 1 and 2 mentioned in

Fig. 15. Coloring a 2D mesh with eight neighbors using
nine colors.

Fig. 16. Coloring a 3D mesh with six neighbors using
seven colors.

Fig. 14. Coloring a 2D mesh with six neighbors using
seven colors.
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Section 2 to calculate the consumed power of each

transmission. We will calculate the total number of

transmissions (Tx), receptions (Rx), power consump-

tion and delay time for each communication. The total

number of transmissions is the total times that the

packet is transmitted by nodes in each communica-

tion. The total number of receptions is the total times

that the packet is received by each node in each

communication. The power consumption is the total

power consumed for transmitting and receiving pack-

ets of each node in each communication. The delay

time is the time from the source initiating the com-

munication to the time the communication is over. We

use the time slot as the time unit.

To show the efficiency of our one-to-all broad-

casting protocols, we compare the performance of

our protocols with the ideal case. In the ideal case,

each relay node can achieve optimal ETR and broad-

cast packets without any collision. In our one-to-all

broadcasting protocols, different source has different

total number of transmissions, receptions, power con-

sumption and delay time. If the source is in the center

of the network, it performs better. If it is in the corner

of the network, it will consume more power and has a

longer delay time. Tables II–IV show the perfor-

mances of the ideal case, the best case and the worst

case of our broadcasting protocols. We can see that the

total power consumption of our protocols is quite

close to that of the ideal case, which indicates that

our protocols are power efficient. Among the five

different network topologies, the optimal ETR of 3D

mesh with six neighbors (¼5/6) is the best. However,

in the first transmission part, the packet is transmitted

along a 2D mesh with four neighbors, besides, more

number of neighbors will increase the total number of

receptions. Therefore, 3D mesh with six neighbors is

not the best topology. The optimal ETR of 2D mesh

with four neighbors (¼3/4) is the second best but

fewer number of neighbors causes fewer number of

receptions. Therefore, 2D mesh with four neighbors

performs best.

Table V shows the maximum delay time of the ideal

case and our one-to-all broadcasting protocols. In our

one-to-all broadcasting protocols, we do not delay the

transmissions to avoid collisions. Besides, all the

broadcast packets are scattered through the shortest

path that the maximum delay time of our broadcasting

protocols is the same as the ideal case, which indicates

that our broadcasting protocols are time efficient.

Since the diameter of the 3D mesh with six neighbors

is smallest, its maximum delay time is also smallest.

The diameter of 2D mesh with eight neighbors

is smallest among all the 2D topologies, its maxi-

mum delay time is also smallest among all the 2D

topologies.

Table VI shows the performance of our all-to-all

broadcasting protocols. Our all-to-all broadcasting

protocols are based on our one-to-all broadcast pro-

tocols and coloring algorithms. Since in our one-to-all

broadcast protocols, the 2D mesh with four neighbors

performs best, among the all-to-all broadcast proto-

cols, 2D mesh with four neighbors also performs best.

Table II. The performance of the ideal case for the one-to-all
broadcasting protocols.

Topology Tx Rx Power consumption (J)

2D-3 255 765 2.61� 10�2

2D-4 170 680 2.18� 10�2

2D-6 170 1020 3.05� 10�2

2D-8 102 816 2.35� 10�2

3D-6 124 744 2.22� 10�2

Table III. The performance of our one-to-all broadcasting protocols
(best case).

Topology Tx Rx Power consumption (J)

2D-3 301 798 2.81� 10�2

2D-4 208 714 2.36� 10�2

2D-6 207 1037 3.18� 10�2

2D-8 143 895 2.66� 10�2

3D-6 167 815 2.51� 10�2

Table IV. The performance of our one-to-all broadcasting protocols
(worst case).

Topology Tx Rx Power consumption (J)

2D-3 308 816 2.88� 10�2

2D-4 223 778 2.56� 10�2

2D-6 233 1077 3.35� 10�2

2D-8 147 924 2.74� 10�2

3D-6 187 923 2.84� 10�2

Table V. The maximum delay times of the ideal case and our
one-to-all broadcasting protocols.

Topology Ideal case Our protocols

2D-3 46 46
2D-4 45 45
2D-6 45 45
2D-8 31 31
3D-6 20 20
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6. Conclusions

In this paper, we have proposed two types of power

and time efficient broadcasting protocols, namely one-

to-all and all-to-all broadcasting protocols, for five

different WSN topologies. Since the network topolo-

gies are all regular and fixed, we can choose as few

relay nodes as possible for our one-to-all broadcasting

protocols. Besides, our one-to-all broadcasting proto-

cols can achieve 100% reachability by carefully

handling collisions. As for our all-to-all broadcasting

protocols, we use the coloring algorithms to assign

each node a collision-free channel and use the one-to-

all broadcasting protocols to scatter the packets such

that our all-to-all broadcast protocols are not only

collisionfree, but also are time and energy efficient.

Numerical evaluating results show that, our one-to-

all broadcasting protocols are time and energy effi-

cient such that their performances are quite close to

the ideal case. Besides, we find that when the number

of neighbors increase, the total number of transmis-

sions decrease but the total number of receptions

increase. Therefore, the topology that can achieve

high ETR and balance the total number of transmis-

sions and receptions performs the best. Experimental

results show that the 3D mesh with six neighbors has

the smallest maximum delay time in one-to-all broad-

casting protocols. 2D mesh with four neighbors pos-

sesses the minimum power consumption in one-to-all

and all-to-all broadcasting protocols. Our broadcast-

ing protocols can be applied to the WSNs and the

infrastructure wireless networks, where each base

station (or access point) is fixed and communicates

through radio.
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Appendix

Algorithm: Assign color for 2D mesh with three
neighbors
Input: ði; jÞ: identity of the node
Output: the color for node ði; jÞ
Begin

T1¼i mod 4
color ¼ ðT1 þ ðj� 1Þ � 2Þ mod 4

End

Algorithm: Assign color for 2D mesh with four
neighbors
Input: ði; jÞ: identity of the node
Output: the color for node ði; jÞ
Begin

T1¼i mod 5
color ¼ ðT1 þ ðj� 1Þ � 2Þ mod 5

End

Algorithm: Assign color for 2D mesh with six neigh-
bors
Input: ði; jÞ: identity of the node
Output: the color for node ði; jÞ
Begin

T1¼i mod 7
color ¼ ðT1 þ ðj� 1Þ � 5Þ mod 7

End

Algorithm: Assign color for 2D mesh with eight
neighbors
Input: ði; jÞ: identity of the node
Output: the color for node ði; jÞ
Begin

T1¼i mod 9
color ¼ ðT1 þ ðj� 1Þ � 3Þ mod 9

End

Algorithm: Assign color for 3D mesh with six neigh-
bors
Input: ði; j; kÞ: identity of the node
Output: the color for node ði; j; kÞ
Begin

T1¼i mod 7
T2 ¼ ðT1 þ ðj� 1Þ � 3Þ mod 7
color ¼ ðT2 þ ðk � 1Þ � 2Þ mod 7

End
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