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Leader election and initialization are two
fundamental problems in mobile ad hoc networks
(MANETSs). The leader can serve as a coordinator in
the MANETSs and the initialization protocol can
assign each host a sequential, unique, and short IDe.
As we know, noe research on initialization for IEEE
802.11-based MANETs has been done. Here, we
propose two contention-based leader election and
initialization protocols for IEEE 802.11-based
single-hop MANETs. We also provide an efficient
approach to evaluate the performance of the
proposed protocols, such that the performance can
be evaluated in polynomial time. The evaluation
results provide a guideline to set the size of the
contention window and thus improve the
performance of the proposed leader election and
initialization protocols. The results can also be used
as a guideline to set the size of the contention
window for any contention-based protocol.
Simulation results justify that the evaluation results
provide a good guideline to set the size of the
contention window. Copyright © 2003 John Wiley
& Sons, Ltd.
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1. Introduction

Leader election and initialization have been studied
extensively in traditional distributed and parallel sys-
tems [1-10]; they are also important in wireless net-
works. The leader is the coordinator of the network;
it can serve as a relay point or it can coordinate its
members’ actions in networks. The initialization pro-
tocol can provide each host a sequential, unique, and
short ID, so that each host can perform ID-based
algorithms [11-16]. There are several leader elec-
tion and initialization researches that have been done
for wireless networks [16—26]. To the best of oure
knowledge, none of them are designed to initialize
an IEEE 802.11-based single-hop ad hoc network
(MANETS:).

A simple leader election algorithm for wireless
LAN is proposed in [17]. The leader, which is elected
by the base station, serves as a reporter to its multicast
group members. It will send a feedback to the sender
when there is no collision, and thus increase the
reliability of the multicast. With a similar idea, a
random leader-based reliable multicast protocol is
proposed in [18], which overcomes the problem of
feedback collision. Both the algorithms [17,18] based
on wireless LAN require the help of the base station.
Two leader election algorithms based one TORA [27]
for MANET are proposed in [19]. One algorithm is
for a single topology change, and the other tolerates
multiple topology changes. Both algorithms work by
assigning each host a unique height (6-tuple), which
is costly. A uniform leader election protocol for radio
networks is proposed in [25]. Randomized leader
election and initialization protocols for time-slotted
single-hop MANETs are proposed in [20]. These
protocols (termed as the Nakano—Olariu protocols)
are efficient but based on an impractical assumption
(termed as the Nakano—Olariu assumption) that the
sender can detect its own transmission status. With
a similar approach, an energy-efficient initialization
protocol for wireless sensor networks is proposed in
[22], and for single-hop radio networks is proposed
in [21]. A leader election algorithm revised from
[20] is proposed in [16]. In [16], the leader acts
as a coordinator, which initializes the hosts of the
same priority by giving each of them a unique ID,
so that these hosts know when to transmit their
frames according to their IDs. A hybrid randomized
initialization protocol fore TDMA-based single-hop
wireless networks is proposed in [24].

Since all the previous workse are either too costly
[19] or cannot work properly in IEEE 802.11-based
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MANETs, we propose efficient leader election and
initialization protocols for IEEE 802.11-based single-
hop MANETs with and without the knowledge of the
number of hosts. The proposed initialization protocols
work as follows. First, elect a leader in the MANET,
then let the leader serve as a detector, which will
tell the sender the status of the transmission. If the
transmission is successful, the leader will assign a
unique and short ID to the sender. We set the size
of contention window according to the number of
hosts. When the number of hosts is not available, we
propose a new adaptive round transmission protocol
[28] to initialize the MANET. We set the value of
contention window (CW) to a predetermined num-
ber. After a round, we can estimate the number of
the hosts in the MANET according to the previous
round’s transmission status. In the next round, we
can set the size of contention window according to
the estimated number of hosts.

We also derive some recursive forms to evaluate
the performance of the proposed initialization pro-
tocols. These recursive forms can be calculated in
polynomial time. With the evaluation results, we can
set the proper size of contention window so that the
proposed protocols will take less time to elect a leader
or initialize a MANET. The evaluation results can
also be used as a guideline to set the contention
window in any contention-based protocol. Simulation
results justify that the evaluation results provide a
good guideline to set the size of the contention win-
dow. Our protocols are not only more practical than
the Nakano-Olariu protocols but they also perform
better when they are based on the same assumption.

The rest of the paper is organized as follows. Pre-
liminaries are given in Section 2. Section 3 presents
our leader election and initialization protocols. Sec-
tion 4 presents the numerical evaluation results for
the proposed protocols. Simulation results are pre-
sented in Section 5. Section 6 concludes the paper.

2. Preliminaries

2.1. Assumptions

In this paper, we intend to solve the leader elec-
tion and initialization problems on an IEEE 802.11-
based single-hop MANET. We assume that every
mobile host in the same MANET is synchronized
and can detect the status of its neighboring host’s
transmission.

When the leader has been elected and the initial-
ization procedure is over, the leader will broadcast
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LEADER ELECTION AND INITIALIZATION PROTOCOLS ON AD HOC NETWORKS 3

a beacon periodically, so that other hosts can real-
ize the existence of the leader and synchronize with
the leader. Since each node can roam freely in the
MANET, the leader or some nodes may leave the
MANET. When any host does not hear the beacon
sent by the leader for a certain period of time, the
host may start a new leader election. When a new
host joins the MANET, it will wait until it hears the
beacon sent by the leader and then acquires an ID
from the leader. When there is more than one leader
in the MANET, the host with larger medium access
(MAC) address will withdraw.

2.2. IEEE 802.11 MAC Protocol

The IEEE 802.11 medium access (MAC) protocol
[29] used in MANETs is the distributed coordi-
nation function (DCF) that is based on the Car-
rier Sense Multiple Access with Collision Avoidance
(CSMA/CA) mechanism. When a mobile host wants
to transmit frames, it first detects the status of the
medium. If the medium is busy, the host will defer
until the medium is idle for a period of time equal to
DCEF interframe space (DIFS) . After this DIFS idle
time, the host will generate a random backoff period,
where backoff time = Random () x ST. Random () is
a random function, which is uniformly distributed
between the interval [0, CW] and ST is the length
of a backoff time slot. The initial value of the CW is
CW min. When a host wants to send data, it first senses
the medium. If the medium is idle for a period of time
equal to DIFS, the backoff procedure will decrease
the backoff time; otherwise, it will stop decreasing
the backoff time. When the backoff timer expires, the
host will transmit the frame. After the sender trans-
mits the frame, if it is a broadcast, the receivers do
nothing. Otherwise, if it is a unicast, the receiver will
wait for a period of time equal to short interframe
space (SIFS, SIFS < DIFS) and then reply an Acke
to the sender. If the sender does not receive an Ack
from the receiver, the sender will double the size of
its contention window and repeat the DCF procedure
again.

2.3. The Nakano—Olariu Protocols

The Nakano—Olariu protocols [20] are based on a
time-slotted single-hop MANET. They assume that
the mobile host can detect the status of its own trans-
mission. If the mobile host has the collision detection
capability, it can detect three status, namely, NULL
(no transmission), SINGLE (exactly one transmis-
sion), and COLLISION (two or more transmissions),

Copyright © 2003 John Wiley & Sons, Ltd.

of the radio channel at the end of a time slot. How-
ever, when the mobile host has no collision detection
capability, it can only detect two status, namely, SIN-
GLE (exactly one transmission) and NOISE (collision
or no transmission). Under this condition, the mobile
hosts in the MANET need to elect a leader to help
them to distinguish NULL from COLLISION.

When the mobile host has no collision detection
capability and the number of mobile hosts in the
MANET is unknown in advance, each mobile host
contends to be the leader. At first, each mobile host
transmits with probability 1/2. If the status of the
channel is SINGLE, the mobile host that has transmit-
ted in the previous time slot is declared as the leader.
Otherwise, each mobile host continues to transmit
with half of the previous probability until a host is
declared as the leader.

When the mobile host has the collision detection
capability and the number of mobile hosts in the
MANET (denoted as n) is known in advance, the
mobile hosts need not elect a leader; they get their
IDs by contention. At first, each mobile host transmits
with probability 1/m, where m is the number of hosts
that have no ID. If the channel status is SINGLE, the
mobile host that has transmitted in the previous time
slot gets n —m 41 as its ID. The other hosts that
have no ID will follow the same procedure to get
their IDs until there is no host without ID.

If n is unknown in advance, each mobile host will
follow the idea of the partition tree to get its own
ID. The partition tree is a binary tree that each host
flips a fair coin to decide which subtree it belongs
to. In the beginning, all the hosts belong to the root
nodes of the tree and all the hosts transmit on the
channel simultaneously. Since the channel status is
COLLISION, each host flips a fair coin to partition
the tree. The host, which flips ‘head’, is assigned to
the left subtree; otherwise, it is assigned to the right
subtree. Only the host assigned to the left subtree
can transmit on the channel in the next time slot.
The left subtree will be recursively partitioned until
the subtree contains only one host. When only one
host transmits on the channel, the channel status is
SINGLE and thus the host can get its own ID. The
host in the left-most leaf of the tree will get its ID
first and then, in the same manner, the hosts in other
subtrees will recursively partition the subtrees and get
their IDs until all the hosts have got their IDs.
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whether the mobile host has the collision detection
capability or not, the assumptions are not practical.
When the mobile host is transmitting message, it
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is very hard for itself to detect the channel status.
Therefore, we propose more practical leader election
and initialization protocols, which are based on the
standard of IEEE 802.11 protocol.

3. Our Leader Election and Initialization
Protocols

Two efficient leader election and initialization proto-
cols for IEEE 802.11-based single-hop MANET: are
proposed herein—one is for a MANET whose num-
ber of hosts is known in advance, and the other one
is for a MANET without the knowledge of the num-
ber of hosts. In the following text, we assume that the
number of hosts in the MANET is known in advance.

3.1. The Leader Election Protocol

Before initializing a MANET, we need to elect a
leader to serve as a coordinator in the network.
Every host in the network has an equal chance of
becoming a leader. Without loss of generality, we
assume that there are n hosts, Hy, H,, Hs, ..., H,,
in the MANET. In the beginning, every host basically
follows a DCF procedure, mentioned in Section 2.2,
to contend as a leader in the MANET. However,
the value of CW is set according to the number of
hosts in the MANET, and each host will not contend
again until an election round is over (CW is set as
m — 1 and an election round is said to be over if
the (m — 1)th backoff time slot has expired). When
host H;’s (i = 1...n) backoff timer has expired and
there is no other host that has successfully claimed
itself as the leader, host H; claims itself as the leader
by broadcasting its MAC address. Assume that host
H, successfully broadcasts its MAC address. Since
there is no collision, the claim can be heard by all
hosts except H,. Once the claim is successful, the
other hosts, whose backoff timers have not expired,
will wait until their backoff timers have expired and
then send an acknowledgement to H ,. They broadcast
H,’s MAC address to inform H, that it is the new
leader of the MANET. Again, if there is only one
host, say H}, broadcasting H,’s MAC address, the
acknowledgement can be heard by all hosts except
H,, the acknowledgement is said to be successful
and all the hosts except H;, know that a new leader
has been elected. After a short period of time equal
to SIFS, host H, can announce itself as the new
leader and the leader election process is successful
and completed.

Copyright © 2003 John Wiley & Sons, Ltd.

According to the above description, a successful
leader election process requires at least two successful
broadcasts from different hosts (a broadcast is said to
be successful if there is only one host broadcasting
the message). It first requires a successful claim,
and then a successful acknowledgement from another
host. If an election round is over and no host is
elected as a leader, every host follows the same
procedure to contend as the leader in the next round
until a new leader has been elected. The size of CW
is set to m — 1 in each election round. If there is
a host, say H,, whose claim is successful but the
acknowledgements sent by other hosts are all failed
after an election round, all the hosts except H, in
the next election round will inform host H, until
the acknowledgement is successful. Note that H, will
still broadcast a claim message because H, does not
know that it has a successful claim.

For example, assume that there are eight hosts
A, B, C, D, E, F, G, and H, in the MANET and
the length of a backoff time slot is denoted as ST.
In the beginning, each host set its backoff timer
as Random() x ST, where Random() is uniformly
distributed between the interval [0,7]. As Figure 1
shows, the backoff timers of hosts B and C are set as
0, host F is set as 2 x ST, hosts A and E are set as
3 x ST, hosts D and H are set as 4 x ST, and host G
is set as 6 x ST, respectively. After a DIFS, hosts B
and C claim themselves as the leaders of the MANET
and a collision occurs, so this claim is not successful.
After host F’s backoff timer has expired, host F
claims itself as the leader. Since there is only one host
claiming itself as the leader, the claim is successful.
Therefore, hosts A, D, E, H, and G stop claiming
themselves as the leaders; they all try to send an
acknowledgement to host F' by broadcasting its MAC
address when their backoff timers have expired. Hosts
A and E send their acknowledgements simultaneously
and a collision occurs. The same thing happens as
the backoff timers of hosts D and H have expired.
Finally, host G’s backoff timer expires, host G sends

| |
B F A D G F
C E H

[] Backoff Window B DIFS B SIFS

[ Host Fannounces itself as the leader

The interval between each consecutive
backoff time slot

Fig. 1. An example of a successful leader election.
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an acknowledgement and the acknowledgement is
successful. After receiving the acknowledgement, the
new leader, host F', waits for an SIFS and announces
itself as the new leader of the MANET.

The leader election algorithm is shown as follows:

Algorithm 1: Leader-Election(n,m)
n: number of hosts in the MANET
m-1: the value of CW
H,: the first host broadcast its
claim successfully
Initial: Claim= false, and every
host randomly set its backoff
timer as R x ST, where Re N and
0O<R<m-1.
while (no host announces that it is
the leader) do
if the (m-1)-th backoff time
slot has expired then every host
randomly set its backoff timer as
R x ST.
When any host H,;’s backoff timer
explres =
if (Claim= false) then host H;
broadcasts its own MAC address.
else host H,; broadcasts host H,’'s
MAC address.
endif
if a host can hear a successful
broadcast from H; then
if (the received MAC address =
my MAC address) then the host
waits for a period of time equal
to SIFS and then announces
itself as the leader.
else Claim= true and H,=H,;
endif
endif
endwhile

3.2. The Initialization Protocol

After the leader has been elected, we can initialize
the MANET with the help of the leader. Every host
(except the leader) sets the value of CW as m —
1 according to the number of hosts and basically
follows the DCF procedure to send a request ID
message by broadcasting its own MAC address. If
the leader can receive the request ID message without
any collision, it will assign an ID to the host by
broadcasting the host’s ID after receiving the request
ID message for a period of time equal to SIFS. When

Copyright © 2003 John Wiley & Sons, Ltd.

the (m — 1)th backoff time slot has expired and all the 54
hosts (except the leader) have broadcast their request 55

ID messages, an initialization round is over. Assume 56
that before the initialization round begins, r1 hosts 57
have not being assigned IDs by the leader and after 58
the initialization round is over, there are still 72 hosts 59
with no ID. In the next initialization round, the hosts 60
with no ID will reset the value of CW as m — 1, where 61
m = [m x r2/rl1]. The initialization procedure will 62
repeatedly be executed until all the hosts have got 63
their IDs. 64

For example, assume that there are four hosts in 65

the MANET. Host A is the elected leader in the 66
MANET with ID = 1. First, the other three hosts 67
(B, C, D) set the initial value of CW as 2, and 68
then follow the DCF procedure to send their request 09
ID messages. As Figure 2 shows, host C sets its 70
backoff timer as 0, hosts B and D set their backoff 71
timers as 2 X ST. So host A (the leader) can receive 72
host C’s request ID message without any collision. 73
After a SIFS, host A broadcasts host C’s ID(=2). 74
When hosts B and D’s backoff timers expire, they 75
broadcast their request ID messages simultaneously 76
and a collision occurs, so host A cannot receive 71
the request ID message successfully. When the first 78
initialization round is over, hosts B and D both change 79
the value of CW to 1 and follow the DCF procedure 80
to send their request ID messages. In the second 81

initialization round, host B sets its backoff timer as 82
ST and host D sets its backoff timer as 0. This time, 83
host A can receive the request ID messages of both 84
hosts D and B successfully, so host A assigns 3 and Sz

4 to hosts D and B, respectively. Finally, every host

in the MANET has its own ID and completee the |Q10 B7

initialization procedure. Sg
The initialization algorithm is shown as follows: 90
91

Algorithm 2: Initialization(n, m) 92
n: number of hosts in the MANET 93
m-1: the value of CW 94
95

96

. 97

«—— First round ——»«—— Second round 98
99

C 2 B D 3 B 4 100

D 101

102

[] Backoff Window [ DIFS Il SIFS 103
B The leader assigns ids to the mobile hosts 104
Fig. 2. An example of the initialization protocol. }82
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rl: number of hosts that have not
got their IDs before an initiali-
zation round
r2: number of hosts that have not
got their IDs after an initiali-
zation round
Initial: id=1, rl=r2=n-1 and
every host (except the leader)
randomly set its backoff timer as
R x ST, where ReN and 0 <R<
m-1.
while (id #n) do
if the (m-1)th backoff time slot
has expired then
m=[mxr2/rl], rl=r2
The hosts that have not obtained
their IDs randomly set their
backoff timers as R x ST.
endif
When any host H's backoff timer
expires =
Host H broadcast a request ID
message.
if the leader detects that there
is no collision then
id=id+1
The leader waits for a period
of time equal to SIFS and
then assigns ID to host H
by broadcasting H’'s ID.
The hosts with no ID set
r2=r2-1.
endif
endwhile

4. Performance Evaluation of Our
Protocols

We proposed several efficient algorithms to evalu-
ate the performances of our protocols herein. With
the evaluation results, we can decide how to set the
proper initial value of CW so that the proposed proto-
cols will take less time to elect a leader and initialize
a MANET. The results can also be used as a guideline
to set the initial value of CW in any IEEE 802.11-
based MANET as long as the number of potential
contenders is known in advance. For the ease of
understanding, we first evaluate the average num-
ber of time slots required for the proposed protocols
based on a time-slotted MANET. We then make a
more accurate evaluation based on the IEEE 802.11
standard.

Copyright © 2003 John Wiley & Sons, Ltd.

4.1. Evaluation Based on a Time-slotted MANET

4.1.1. Performance evaluation of the leader
election protocol

Before our performance evaluation, we define the
following notations:

e p(n,m,0): probability with no successful broad-
cast in an election round.

e p(n,m, 1): probability with only one successful
broadcast in an election round.

e p(n,m,2%): probability with at least two success-
ful broadcasts in an election round.

e s(n,m,1): the expected number of time slots
required to detect the first successful broadcast
under the condition of at least two successful
broadcasts in an election round.

e s(n,m,2): the expected number of time slots
required to detect the second successful broad-
cast under the condition of at least two successful
broadcasts in an election round.

Figure 3 shows the state transition diagram of the
leader election protocol. By definition, the probability
that the state transits from ‘Start Election’ to ‘Suc-
cessful Ack’ is p(n,m,2"), from ‘Start Election’
to ‘Successful Claim’ is p(n,m, 1), and remains in
state ‘Start Election’ is p(n, m, 0). Once the state
transits to ‘Successful Claim’, it needs at least one
more successful broadcast. The successful broadcast
should not be transmitted by the host, H,, which
makes the successful claim in the previous elec-
tion round. Because H, does not know that it has
a successful claim in the previous election round, its
successful broadcast in the next election round will
not become a successful acknowledgement, so the

. p(n,m,0)

Start
Election

p(n,m,0)+ p(n,m,1)/n

pn,m, 1) (n-1)/n+p@nm,2"
p(n,m,2+)

Fig. 3. A state transition diagram of our leader election
protocol.
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state will remain in ‘Successful Claim’. The prob-
ability of this case is p(n,m, 1)/n. If there is no
successful broadcast in the next election round, the
state also remains in ‘Successful Claim’. The prob-
ability of this case is p(n,m,0). The total proba-
bility that the state remains in ‘Successful Claim’ is
p(n,m,0) + p(n,m, 1)/n and the probability that the
state transits from ‘Successful Claim’ to ‘Successful
Ack’ is p(n,m, 1)(n — 1)/n + p(n,m,27).

Figure 4 shows the average number of time slots
required for each state transition. By definition, the
average number of time slots required for the state
transition directly from ‘Start Election’ to ‘Successful
Ack’ is s(n, m, 2). The average number of time slots
required for the state transition from ‘Start Election’
to ‘Successful Claim’ is m, since another election
round is required to transit the state from ‘Successful
Claim’ to ‘Successful Ack’. The state transition from
‘Successful Claim’ to ‘Successful Ack’ requires at
least one more successful broadcast in an election
round. If there is only one successful broadcast in
the election round, the average number of time slots
required is m + 1/2, because the chance that the
only one successful broadcast occurs in time slot 1,
2, ..., or m is equal, the average number of time

slots required in this case is ¥ =m+4+1/2. If
there are more than one successful broadcast in the
election round, by definition, the average number of
time slots required for the first successful broadcast
is s(n, m, 1). If the state remains in ‘Start Election’
or ‘Successful Claim’, it will require another election
round, whose length is m time slots, to transit the
state to ‘Successful Ack’.

According to Figures 3 and 4, as long as we cal-
culate p(m, n,0), p(m, n, 1), p(m, n,2%), s(n, m, 1),
and s(n, m, 2), we can obtain the expected number of
time slots required for a successful leader election.
Although we can evaluate the successful probabili-
ties and the expected number of time slots required

Start
Election

(m+1)/2: if there is only one successful
broadcast

s(n,m,1):if there are more than one
successful broadcast

Fig. 4. The average number of time slots required for
each state transition.

Copyright © 2003 John Wiley & Sons, Ltd.

for our leader election protocol by generating all pos-

54

sible combinations and then get the final results, yet,e 5

analysis by the brute force approach is too costly and
the time complexity is O(m"). Therefore, we derive
several recursive forms to calculate the successful
probability and the expected time slots needed for
our leader election protocol.

For the convenience of calculating p(m,n,0),
p(m,n,1), p(m,n,2"), s(n,m,1), and s(n,m,2), we first
calculate the probability pb(k), where pb(k) is the
probability that k (k =0, 1, ..., n) hosts broadcast
their messages in the mth time slot and the other n — k
hosts broadcast their initialization messages in the
first (m — 1) time slots. Since each host has the same
probability to broadcast its message in any of the m
time slots, the probability that a host broadcast in the
mth time slot is 1/m and the probability that a host
broadcast in the first m — 1 time slots is m — 1/m.
The number of combinations that randomly choose
k hosts from n hosts is C} =n!/(n — k)!k!. After
analysis, we have pb(k) = C,’Z(l/m)k(m —1/m)"*.

First, consider p(n,m,0) with the following two
cases:

e Case 1: Assume that there is no host broadcasting
in the mth time slot and no host makes any suc-
cessful broadcast in a round. The probability in this
case is pb(0)p(n,m — 1, 0).

e Case 2: Assume that there are k hosts broadcasting
in the mth time slot, where k =2, ..., n.(k # 1,
if k = 1 there will be a successful broadcast.) In
other words, (n — k) hosts broadcasting in the first
m — 1 time slots and no host makes any successful
broadcast in a round. The probability for each & is
pb(k) p(n —k, m— 1, 0).

The sum of the above two cases is the proba-
bility with no successful broadcast in an election
round. We have p(n,m,0) = pb(0)p(n,m —1,0) +
> iy Pb(K)p(n —k,m — 1, 0).

We can also derive the recursive forms of
p(n,m,1) and p(n,m2%) in the similar man-
ner. We have p(n,m,1)= pb(O)p(n,m—1,1)+
pb(D)p(n—1,m—1,0)+32;=, pb(k)p(n—k, m—1,
1) and pn,m2Y)=pb(H)p(n —1,m—1,1)+
SIS pbk)p(n — k,m —1,27).

For n > 3 and m < 2, we can directly derive the
following forms:

p(n, 1,00 =1, p(n, 1,1) =0 and p(n,1,2+) =0
p(n,2,0)=2" —2n/2", p(n,2,1)=2n/2" and
p(n,2,27)=0
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For n > 4 and m > 3, we use the above forms as
basis, and then use the recursive forms to calculate
p(n,m,0), p(n,m, 1), and p(n,m,2%) by applying
the following algorithm.

Algorithm 3: Successful-Probability
(n,m)
for j=3 to m do
for i=4 to n do
pli,j,0) =pb(0)p(i,j-1,0)
+> ., plk) pli-k j-1,0)
pli,j, 1) =pb(1l)p(i-1,j-1,0)
+pb(0)pi,j-1, 1)
+3 o pb(k) pli-k j-1,1)
pli,j,27) =pb(L)p(i-1,j-1,1)
35 pk) pli-k j-1,27)
endfor
endfor

Table I shows the numerical analysis results of
p(n, m,2"). As we can see when m > 32, the suc-
cessful probability is close to 100%, for 20 <n <
100. If the contention window size is large enough,
the leader can be elected in an election round.

As shown in Figure 4, we need to calculate
s(n,m,1) and s(n,m,2) before we calculate the
expected number of time slots required for a
successful leader election. We can derive the
recursive forms of s(n, m, 1) and s(n, m, 2) and then
calculate them in polynomial time. First, consider
s(n, m, 1) with the following two cases:

e Case 1: Assume that the second successful broad-
cast occurs in the mth time slot, which indicates
that the first successful broadcast occurs in the
first (m — 1) slots. The probability in this case
is pp()p(n —1,m—1,1)/p(n, m,2"). The first
successful broadcast can occur in any of the first
(m — 1) time slots and the chance is equal for each
time slot. Therefore, the average number of time
slots required for the first successful broadcast in

m—1
. Lok
this case is =4=— = m/2.
m—1

Table 1. Numerical evaluation results of p(n,m,2") (there are at
least two successful broadcasts in an election round).

n\m 8 16 32 64 128 256
20 0.5162  0.9934  0.9999 1.0000 1.0000  1.0000
40 0.0118 0.8965 0.9999 1.0000 1.0000  1.0000
60 0.0001 0.3986  0.9998 1.0000 1.0000  1.0000
80 0.0000 0.0744 09971 1.0000 1.0000  1.0000

100 0.0000 0.0092 0.9616  1.0000 1.0000 1.0000

Copyright © 2003 John Wiley & Sons, Ltd.

e Case 2: Assume that there are at least two suc-
cessful broadcasts occurring in the first (m — 1)
time slots and there are k hosts broadcast in
the mth time slot, (n — k) hosts broadcast in
the first (m — 1) time slots, where k =0...n —
2. The probability for each k is pb(k)p(n —
k,m—1,2%)/p(n, m, 27). Since the first success-
ful broadcast occurs in the first (m — 1) time slots
and there are at least two successful broadcasts in
the first (m — 1) time slots, the average number of
time slots required for the first successful broadcast
in this case is s(n —k,m — 1, 1).

According to the above analysis, we can derive a
form to calculate the expected value of s(n,m, 1),
which is

pb()p(n — 1,m — 1, ym/2 + 315 pb

Kypn —k,m—1,2 )s(n —k,m—1,1)
p(n,m,2%)

In a similar manner, we can derive the recursive
form of s(n, m, 2), which is

n—2

pb(V)p(n —1,m =1, hm+ Y pb(k)
k=0

pn—k,m—1,2")s(n —k,m—1,2)

p(n,m,2%)

Combining the results in Figures 3 and 4, we can use
pim,n,0), pim,n,1), p(m,n,2"), s(n,m, 1), and
s(n,m,2) to calculate the expected value (denoted
as ES(n,m)) of the average number of time slots
required for a successful leader election :

e Case 1: The state transits from ‘Start Election’ to
‘Successful Claim’, and then transits from ‘Suc-
cessful Claim’ to ‘Successful Ack’.

We first calculate the expected number of time
slots required for the state transiting from ‘Successful
Claim’ to ‘Successful Ack’ (denoted as CA(n, m)).
When the state has transited to ‘Successful Claim’,
it requires at least one more successful broadcast
to transit to ‘Successful Ack’. As Figures 3 and 4
show, if there is only one successful broadcast in
the election round, the average number of time slots
required in this case is (m + 1)/2 and the proba-
bility is p(n,m, 1)(n — 1)/n. If there are at least
two successful broadcasts in the election round, the
average number of time slots required for the first
successful broadcast in this case is s(n,m, 1) and
the probability is p(n, m, 2%). If it remains in state

Wirel. Commun. Mob. Comput. 2003; 3:0-0
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LEADER ELECTION AND INITIALIZATION PROTOCOLS ON AD HOC NETWORKS 9

‘Successful Claim’ for k election rounds, it will take
another km slots and the probability is (p(n, m, 0) +
p(n,m, 1)/n)*, where p(n,m,0) is the probability
that there is no successful broadcast in an election
round and p(n,m, 1)/n is the probability that only
the potential leader has a successful broadcast in an
election round. We can calculate the expected value
of CA(n,m) as follows:

> (p(n,m,0)+ p(n,m, 1)/n)(p(n,m, 1)
k=0

x (n—1)/n)((m+1)/2+ km) + > _(p(n.m.0)
k=0

+ p(n,m, 1)/n) p(n, m, 2 )(s(n, m, 1) + km)

The (p(n,m,0)+ p(n,m, 1)/n)*(p(n, m, 1)(n — 1)
/n) is the probability that the state remains in ‘Suc-
cessful Claim’ for k election rounds and then gets
only one successful broadcast in the next election
round. The (m + 1)/2 + km is the average number of
time slots required for this case. The (p(n, m,0) 4+
p(n,m, 1)/n)fp(n, m, 2%) is the probability that the
state remains in ‘Successful Claim’ for k election
rounds and then gets more than one successful broad-
cast in the next election round. s(n, m, 1) + km is the
average number of time slots required for this case.

We then calculate the expected number of time
slots required for the state transiting from ‘Start
Election’ to ‘Successful Claim’ and from ‘Success-
ful Claim’ to ‘Successful Ack’. The expected value
(denoted as ES1(n, m)) can be calculated as follows:

The state transits from ‘Start Election’ to ‘Suc-
cessful Claim’ required m time slots and the state
transit from ‘Successful Claim’ to ‘Successful Ack’
required CA(n,m) time slots. Therefore, the state
transits from ‘Start Election’ to ‘Successful Claim’
and then transits to ‘Successful Ack’ totally required
m+ CA(n, m) slots. If the state remains in ‘Start
Election’ for k election rounds, the average number of
time slots becomes (k + 1)m + CA(n, m). The prob-
ability that the state transits from ‘Start Election’ to
‘Successful Claim’ is p(n, m, 1) and the probability
that the state remains in ‘Start Election’ for k elec-
tion rounds is p(n, m, 0)*. With the above results, we
have

ES1(n, m)

= Z p(n,m, O)kp(n, m, 1)((k 4+ 1)m + CA(n, m))
k=0

_ p(n,m, CA(n, m)
a 1 — p(n,m,0)

pn, m, )m
(1= p(n,m,0))°
Copyright © 2003 John Wiley & Sons, Ltd.

e Case 2: The state transits directly from ‘Start Elec-
tion’ to ‘Successful Ack’, or it remains in the ‘Start
Election’ state k times and then transits directly to
‘Successful Ack’. The average number of time slots
required for the state transits directly from ‘Start
Election’ to ‘Successful Ack’ is s(n,m,2) and
the probability is p(n, m, 2%). If the state remains
in ‘Start Election’ for k election rounds, it will
take another km time slots and the probability is
p(n, m, 0)*. Therefore, if the state remains in ‘Start
Election’ for k election rounds and then transits
directly to ‘Successful Ack’, the average number of
time slots required for this case is s(n, m, 2) + km
and the probability is p(n, m, O)kp(n, m, 21). With
the above results, we have

ES2(n, m)

= Z p(n, m, 0 p(n, m, 2Y)(s(n, m, 2) + km)
k=0

p(n, m,0)m
(1 — p(n, m,0))*

The expected number of time slots required for a suc-
cessful claim and acknowledgement is ES1(n, m) +
ES2(n, m). When the state has transited to ‘Success-
ful Ack’, it needs another time slot for the new leader
to announce itself as the leader, so the average num-
ber of time slots required for a successful leader
election is ES(n, m) = ES1(n, m) + ES2(n, m) + 1.

In the following, we show the detailed algorithm
to calculate the expected number of time slots:

_ pn,m, 2 )s(n, m,2)
N 1 - p(nv m, 0)

Algorithm 4: Leader-Election-Time-

Slots (n,m)
Initial: s(2,2,1) =1, s(2,2,2) =2
Begin
Call Successful-Probability(n,m)
for i=2 to n do

for j=3 to m do

s (i, J, l.)2

2 opk) pli-k, j-1,2%) s(i-k

J-1, 1) +pb(1)p(i-1,j-1,1)j/2
pli,j,2%)

s (i, J, 2‘)_2

w0 Pb(k)pli-k, j-1,2%)s(i~-k,
j-1.2)+pb(1) p(i-1,j-1,1)j

pi,j,27)
endfor
endfor )
CA(nom) =57 (p(n,m, 0) + 22 )

(p(n,m,l) (n-1)
n

)((m+1)/2 + km)
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k
e, (p(nom o) 2T L)Y

p(n,m,2%) (s(n,m, l>C;l- km)
_pln,m1l) (n, m)
ES1(n,m) = T-p(n,m0)
pn,m,1)m
(1-p(n,m0))?
_pn,m,2")s(n,m,2)
ES2 (n,m) = 1= p(n,m0)
p(n,m,0)m
(1-p(n,m0))?
ES(n,m) = ES1(n,m) +ES2(n,m) +1

End

+

The time complexity and space complexity of
this algorithm are O(mn?) and O(mn), respectively.
Table II shows the numerical evaluation results of
ES(n,m). If n is fixed, when m approaches to n, the
average number of time slots required for a success-
ful leader election is optimal. The optimal number of
time slots is about 6.5.

4.1.2. Performance evaluation of our
initialization protocol

We assume that there are n hosts (except the leader) in
the MANET and there are m slots in an initialization
round. Under this condition, we want to know how
many hosts (denoted as NS(n, m)) can get their IDs
in an initialization round. According to this result,
we can estimate the optimal number of time slots
(denoted as SSI(n)) required for our initialization
protocol.

To calculate the expected value of NS(n, m), we
need to calculate the probability and the average
number of hosts that get their IDs in each case. We
can derive the recursive form of NS(n, m) according
to the following analysis:

o Case 1: Assume that there are (n — 1) hosts that
broadcast their initialization messages in the first
(m — 1) time slots, and only one host broadcasts
its initialization message in the mth time slot. The

Table II. Numerical evaluation results of ES(n, m) (the expected
number of time slots required for a successful leader election).

n\m 8 16 32 64 128 256
20 10.66 6.44 6.82 944 1536 2746
40 73.48 10.47 6.51 6.9 9.59  15.65
60 708.67 24.06 786 6.4 7.75 11.65

80 7674.4 6529 1056  6.55 6.94 9.65
100 88614 190.41 1524 7.07 6.56 8.52

Copyright © 2003 John Wiley & Sons, Ltd.

total number of hosts that get their IDs success-
fully in this case is NS(n — 1,m — 1) + 1 and the
probability is pb(1).

e Case 2: Assume that there are (n — k) hosts that
broadcast their initialization messages in the first
(m — 1) time slots and k (k # 1) hosts broadcast
their initialization messages in the mth time slot.
There will be NS(n — k, m — 1) hosts that get their
IDs successfully and the probability for each k is
pb(k).

From the above analysis, we have

NS, m) = p(N(NS(n — 1, m — 1)+ 1)

+ > pONS(n —k,m — 1)
k=0,k#1

The algorithm to calculate NS(n, m) is as follows:

Algorithm 5: Number-of-Successful-
Hosts (n, m)

NS (n,m): the expected number of
hosts that get their IDs in an
initialization round

for i=0 to n do
for j=0 to m do

if (i=0) or (j=0) then NS(i,j)=0

else if (i=1) then NS(i,j) =1

else if (j=1) and (i> 2) then
NS (i, j) =0

else NS(i,j) =pb(1) (NS(i-1,j-1)
+1) + > o + 1+ C Ui, k) pb (k)
NS(i-k j-1)

endif

endfor
endfor

Table IIT shows the expected number of hosts (NS
(n, m)) that can get their IDs in an initialization
round. As we can see, the expected number of hosts
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increasing with the number of time slots under the
number of hosts is fixed.

Table III. Number of hosts (NS(n, m)) that can get their IDs in an
initialization round.

n/m 8 16 32 64 128 256
20 1.5819  5.8679 10.941 14.828 17.231 18.567
40 0219 3.228 11.596  21.643 29.459 34.337
60 0.0227 1.3319 9.2181 23.693 37.773 47.628
80 0.0021 0.4885 6.5135 23.056 43.052 58.723

100 0.00018 0.1679  4.3148 21.033 46.002 67.877
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In fact, we can also use Algorithm 6 to estimate
how many hosts will have successful transmission in
a single-hop MANET when the number of hosts and
the size of contention window are known in advance.

When a host successfully broadcasts its initializa-
tion message, it will take an extra time slot for the
leader to broadcast the ID, so the average number
of time slots required for a host to get its own ID is
m/[NS(n, m)] + 1. Table IV shows the average num-
ber of time slots required for a host to get its own
ID. The smaller the number, the more efficient is the
initialization. When m is closest to n, we have the
optimal result for our initialization and the expected
number of time slots required for a host to get its own
ID is about 3.7. After each initialization round, we
pick a number (denoted as OPT(r2)) from 8, 16, 32,
64, 128, and 256, which is closest to r2, where r2 is
the number of hosts that have not obtained their IDs in
the end of every initialization round. We then set the
size of the contention window as OPT(r2) to obtain
the optimal result. When we get the result, we need
to add n to this result, because every host needs an
extra slot for the leader to broadcast the assigned ID.

The algorithm to calculate the average number of
time slots required for initializing a MANET is shown
as follows:

Algorithm 6: Initialization-Time (n)
SSI(n) : number of time slots requi-
red to initialize n hosts (except
the leader)
r2: number of hosts that have not
obtained their IDs
Initial: r2=n, SSI(n) =0
begin
While (r2 > 0)
call Number-of-Successful-Hosts
(r2, OPT (r2))
Temp = NS (r2, OPT (r2))
SSI(n) = SSI(n) + Temp
r2 =r2 - Temp
endwhile

Table IV. Average number of time slots required for a host to get
its own ID (m/[NS(n, m)] + 1).

n\m 8 16 32 64 128 256
20 6.05 3.73 39248  5.32 8.43 14.79
40 37.54 596  3.76 396 535 8.46
60 352.94 13.01 4.47 3.7 4.39 6.38
80 3814.9 3376 5091 378 397 5.36

100 44086 96.27 8.42 4.04 378 4.77

Copyright © 2003 John Wiley & Sons, Ltd.

SSI(n) =SSI(n) +n
end

4.2. Evaluation on an IEEE 802.11-based
MANET

In Section 4.1, we evaluate the performance of the
proposed protocols based on a time-slotted MANET,
where each slot has an equal length. However, the
length of each time slot (or the interval between each
consecutive backoff time slot) is different in IEEE
802.11. As Figure 1 shows, when there are broadcast
messages between the two consecutive backoff time
slots, the interval is ST + DIFS + SLOT; otherwise,
it is ST, where ST is the length of a backoff time
slot and SLOT is the length of time to transmit a
leader election or initialization packet. The evaluation
results in Section 4.1 are suitable for a time-slotted
MANET, but are not suitable for an IEEE 802.11-
based MANET. To make a more accurate evaluation
for the proposed protocols on IEEE 802.11, we need
to calculate the average length of each time slot
(or the average interval between each consecutive
backoff time slot). To calculate the average length
of each time slot, we must evaluate how many time
slots have been chosen to transmit messages. The
transmissions in each chosen time slot can be a
successful broadcast or a collision. Therefore, the sum
of the average number of successful broadcasts and
collisions in a round is the number of time slots that
have been used to transmit message.

In Section 4.1, we propose a recursive form to
calculate the number of hosts that have successful
broadcasts (or get their IDs) in a round with m slots.
To evaluate how many time slots have been cho-
sen to transmit messages, we also need to evaluate
the expected number of collisions in a round with
m slots. In a similar manner, we can derive a recur-
sive form to calculate the expected number of col-
lisions (denoted as COL(n,m)) in a round with m
slots. We have COL(n, m) = pb(0)COL(n,m — 1) +
pb(1)COL(n — 1,m — 1)+ >_}_, pb(k)(COL(n —k,
m — 1)+ 1), where COL(0,0) =0, COL(1,m) =1,
when m > 0, and COL(n, 1) =0, when n > 1.

Table V shows the average number of collisions in
a round. When the size of the contention window is
fixed, the average number of collisions increases as
the number of hosts increases. Therefore, if the num-
ber of hosts is not known in advance, we can use an
interpolation method to estimate how many hosts are
in the MANET according to the number of collisions
in a round. Combining the results in Tables V and III,
we can calculate the average number of time slots

Wirel. Commun. Mob. Comput. 2003; 3:0-0

54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106



01NN AW~

e

10
11
12
13
14
15
16
17
18
19

12 C.-S. HSU AND J.-P. SHEU

Table V. Average number of collisions (COL(n, m)) in an initial-
ization (or leader election) round.

n\m 8 16 32 64 128 256
20 5.8061 5.5856 3.9472  2.354 1.2863  0.6724
40 7.738 115 11.273 8.1169 4.9 2.6958
60 7.9743 14316 17918 15.272  10.138 5.8626
80 7.9977 15414 229 22,645 16451 9.9894

100 7.9998 15.805 26311 29.594 23418 14913

that have been chosen to transmit message (denoted
as NT(n,m)) by the following forms: NT(n, m) =
NS(n, m)+ COL(n, m), where NS(n, m) is the aver-
age number of successful broadcasts in a round with
m slots.

By applying the results in Table VI, we can
calculate the average length of each time slot.
Assume that there are n hosts in the MANET
and the value of CW is set as m— 1. The
average length is Taye(n, m) = NT (n, m) x (DIFS +
SLOT) + (m — 1) x ST /m. For example, when there
are 20 hosts in the MANET, the value of cw is set as
15 (m = 16), DIFS is set as 50 us, ST is set as 20 us,
and SLOT is set as 200 ps. The average length in
this case is T4y(20, 16) = (11.454 x (50 + 200) +
(16 — 1) x 20)/16 = 197.72 ps. Table VII shows the
average length (T'ye(n, m)) of each time slot for
different n and m. When the number of hosts is
fixed, the larger the size of the contention window,

2the smaller ise the average length of each time slot.
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Combining the results in Tables II and VII, we
can evaluate the average time required for a

Table VI. Average number of time slots that have been chosen to
transmit message in a round with m slots.

n\m 8 16 32 64 128 256
20 7.388 11.454 14888 17.182 18517 19.239
40  7.957 14.728  22.869  29.76 34359 37.033
60  7.997 15.648 27.137 38.965 47911 53.491
80  7.9997 15903 29.414 457 59.504  68.712

100 79999 15973 30.626 50.626  69.42 82.79

Table VII. Average length(sis) of each time slot for different n and

m.

n\m 8 16 32 64 128 256
20 24838 197.72 13569  86.804  56.01 38.71
40 266.15 24888 198.04 135.94 86.951 56.087
60 267.41 263.24 23138 1719 113.42 72.159
80 267.49 267.23 249.17 198.2 136.06 87.024
100 267.5 26833 258.64 217.45 155.43 100.77

successful leader election (denoted as LET (n,m))
by the following forms: LET (n, m) = (ES (n, m) —
1) X Tayg(n, m) + SIFS + SLOT, where ES (n, m) is
the average number of time slots required for a
successful leader election. Given the number of hosts
(say n), the optimal size of contention window
for leader election is CW,.(n) = {m|LET (n, m) =
min(LET (n, m')), where m' =23 i=0,...,5}.
Table VIII shows the optimal size of the contention
window for a successful leader election with different
number of hosts in the MANET. As the number
of hosts increases, the optimal size of contention
window also increases.

In a similar method, combining the results in
Tables III and VII, we can evaluate the aver-
age time required for a host to get its own
ID (denoted as GIDT (n,m)) by the following
forms: GIDT (n, m) = m/NS (n, m) x Tye(n, m)+
SIFS + SLOT. Given the number of hosts (say
n), the optimal size of the contention window
for initialization is CW,;,(n) = {m|GIDT (n, m) =
min(GIDT (n, m')), where m' =23 i=0,...,5}.
Table IX shows the optimal size of the contention
window for a host to get its own ID with different
number of hosts in a MANET. According to different
number of hosts, the CW of our protocols proposed
in Section 3 can be replaced by Tables VIII and IX.

4.3. Our Protocols without the Knowledge of
the Number of Hosts

When the number of hosts is not known in advance,
we follow the same protocol described in Section 3.1
to elect the leader, except the value of CW. First we
set the value of CW to a predetermined value. If the
leader cannot be elected in an election round, in the
next election round, the size of the contention window
will be doubled until m = 256.

Table VIII. Optimal size of the contention window for a successful
leader election.

n 1~2 3~7 8~14 15~30 31~61 62~

m 8 16 32 64 128 256

Table IX. Optimal size of the contention window for a host to get
its own ID..

n 1~4 5~8 9~16 17~31 32~62 63~

m 8 16 32 64 128 256

Copyright © 2003 John Wiley & Sons, Ltd.
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The initialization protocol proposed herein is also
similar to the one described in Section 3.2, except
the value of CW. We first set the value of CW to a
predetermined value. After each initialization round,
the leader will tell hosts without IDs how many col-
lisions are in the initialization round and how many
hosts obtain their IDs, so that these hosts can use an
interpolation method to estimate how many hosts are
in the MANET and how many hosts remain without
ID. In the next initialization round, each host will set
the size of the contention window according to the
estimated number of hosts that remain without IDs.
The procedure will continue until there is no collision
in the initialization round and the initialization proce-
dure is considered to be over. When the initialization
procedure is over, the leader will realize the current
number of hosts in the MANET.

For example, there are 32 hosts that get their IDs
and 6 collisions in the first initialization round, where
CW is set as 127. According to Table V, each host can
use an interpolation method to estimate the number
of hosts in the MANET: n =40 + (60 — 40) x 6 —
4.9/10.138 — 4.9 = 44.2. Each host will estimate that
there are 44 hosts in the MANET and 12 hosts remain
without IDs after the previous initialization round.
Therefore, according to Table IX, each host will set
the size of the contention window as 31 (m = 32)
in the next initialization round. The procedure will
continue until there is no collision in the initialization
round.

5. Simulation Results

To clarify if our evaluation results provide a good
guideline to set the size of CW, we simulate our
leader election and initialization protocols by setting
the size of CW based on our evaluation results and the
standard of IEEE 802.11, respectively. We also com-
pare the performance of our initialization protocols
with that of the Nakano—Olariu protocols. Our MAC
protocol basically follows the IEEE 802.11 standard
[29], but the Nakano—Olariu protocols are simulated
in a TDMA-based MANET. In each simulation, the
transmission rate is 2 M bits/s, SIFS is set as 10 us,
DIFS is set as 50 us, ST is set as 20 us, and SLOT is
set as 200 ps. The number of hosts in the MANET is
tuned from 20 to 100.

Four leader election protocols are simulated here:
our leader election protocols based on our evalua-
tion results with the knowledge of the number of
hosts (denoted as HSLE(K) and the value of CW is
set according to Table VIII), without the knowledge

Copyright © 2003 John Wiley & Sons, Ltd.

of the number of hosts (denoted as HSLE(U) and
the value of CW is set as 127), based on the IEEE
802.11 standard (denoted as 802.11LE and the ini-
tial value of CW is set as 7; if the protocols cannot
finish within a round, in the next round, each host
will double the size of CW until CW = 255), and
the Nakano—Olariu’s leader election protocol with-
out the knowledge of the number of hosts (denoted
as NOLE(U)). When the leader cannot be elected
in the first few time slots, there is a great oppor-
tunity that the NOLE(U) protocol will never elect a
leader, because the probability that each host con-
tends to be a leader becomes smaller after each
failed election time slot. Therefore, we only con-
sider the case that the NOLE(U) protocol can elect a
leader successfully. Figure 5 shows the average time
required for the four leader election protocols. The
Nakano—Olariu’s leader election protocol performs
better than our leader election protocols only when
the number of hosts is smaller than 40.

Five different initialization protocols are simulated
here: our initialization protocols based on our eval-
uation results with the knowledge of the number of
hosts (denoted as HSIN(K) and the value of CW is
set according to Table IX), without the knowledge
of the number of hosts (denoted as HSIN(U) and the
value of CW is set as 127), based on the IEEE 802.11
standard (denoted as 802.11/N), the Nakano—Olariu’s
initialization protocols with the knowledge of the
number of hosts (denoted as NOIN(K)), and without
the knowledge of the number of hosts (denoted as
NOIN(U)). Both the Nakano—Olariu’s initialization
protocols assume that each host has the collision-
detection capability. The performance of the five
initialization protocols are presented in Figure 6.
The Nakano—Olariu’s initialization protocols perform
better than our initialization protocols, because the
mobile host can detect its own transmission status in
the Nakano—Olariu assumption. Therefore, it requires

12
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Fig. 5. Average time required for the election protocols.
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only one successful broadcast to get a unique ID.
However, in the IEEE 802.11-based MANETS, the
mobile host requires other hosts to tell its trans-
mission status. Therefore, the HSIN(K) and HSIN(U)
protocols require two successful broadcasts to get a
host’s unique ID. That is why our initialization pro-
tocols will take longer time to finish the job. The
performance of our protocols is slightly worse than
that of Nakano—Olariu protocols, but our protocols
are more practical than the Nakano—Olariu protocols.
The performances of our protocols with and without
the knowledge of the number of hosts are quite close
to each other, which indicates that we have made a
good estimation of the number of hosts and set a
proper size of the contention window.

Figures 5 and 6 also show that simulating our
protocols by setting the size of CW based on our
evaluation results performs better than that based on
the IEEE 802.11 standard, which indicates that our
evaluation results provide a good guideline to set the
size of CW.

Figures 7 and 8 show that when based on the
Nakano—Olariu assumption, the performance of our
leader election and initialization protocols is bet-
ter than that of the Nakano—Olariu protocols. Since
the contention window in our protocols is set prop-
erly, our protocols can avoid unnecessary collisions
and transmissions, and thus perform better than the
Nakano—Olariu protocols.

6. Conclusions

In this paper, we have proposed two leader elec-
tion protocols and initialization protocols for IEEE

35
3802.1 1-based single-hop MANETs. As we know, noe

38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53

initialization protocol for IEEE 802.11-based single-
hop MANETSs has been proposed before. We also pro-
posed several efficient evaluation algorithms, whose

90
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Fig. 6. Average time required for the initialization

protocols.
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Fig. 7. Average time required for the Nakano—Olariu’s
and our leader election protocols based on the
Nakano—Olariu assumption.
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Fig. 8. Average time required for the Nakano—Olariu’s

and our initialization protocols based on the
Nakano—Olariu assumption.

time complexities (polynomial) are much lower than
the brute force approach (exponential), to evaluate the
performance of our protocols. The numerical evalu-
ation results can also be used as a guideline to set
the initial value of CW in any IEEE 802.11-based
MANET as long as the number of potential con-
tenders is known in advance. Simulation results show
that simulating our protocols by setting the size of
CW based on our evaluation results performs much
better than that based on the IEEE 802.11 standard,
which indicates that the evaluation results provide a
good guideline to set the size of CW. Besides, our
protocols are more practical than the Nakano—Olariu
protocols. With a little modification, our protocols
can be easily implemented in the IEEE 802.11-based
WaveL AN cards.
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QUERIES TO BE ANSWERED BY AUTHOR (SEE MARGINAL MARKS)

IMPORTANT NOTE: Please mark your corrections and answers to these queries directly
onto the proof at the relevant place. Do NOT mark your corrections on this query sheet.

Query No. Query

Ql We have replaced ‘id” with ‘ID’ throughout in this article. Please clarify if this is acceptable.

Q2 We have rephrased this sentence. Please clarify if it retains the intended meaning.

Q3 Please clarify if ‘Excellent’ should be changed to ‘Excellence’.

Q4 We have rephrased ‘As our best knowledge’ as “To the best of our knowledge’ in this sentence.
Please clarify if it retains the intended meaning.

Q5 Please clarify if “TORA’ has to be spelt out at the first instance. If so, please provide the
expansion.

Q6 Please clarify if “TDMA’ should be spelt out as ‘Time-division Multiple access’. If not, please
provide the expansion.

Q7 May we replace ‘works’ with ‘protocols’?

Q8 May we replace ‘Ack’ with ‘ACK’ throughout in this article?

Q9 We have rephrased ‘no matter’ as ‘irrespective of whether’ in this sentence. Please clarify if the
sentence retains the intended meaning.

Q10 May we rephrase ‘...and complete the initialization...” as ‘...and this completes the
initialization...” ?

Ql1 We have combined this sentence with the previous one. Please clarify if this is fine.

QI12 We have rephrased this sentence. Please clarify if we have retained the intended meaning.

Ql13 We have rephrased this sentence. Please clarify if we have retained the intended meaning.

Ql4 We have deleted the word ‘that’ from this sentence. Please clarify if this is fine.

QIS5 Please provide the volume number for this reference.

Ql6 Please provide the volume number for this reference.
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