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Abstract

The capability of multidestination wormhole allows a message to be propagated along any valid path in a wormhole-

routed network conforming to the underlying base routing scheme. The multicast on the path-based routing model is

highly dependent on the spatial locality of destinations participating in multicasting. In this paper, we propose two

proximity grouping schemes for e�cient multicast in wormhole-routed mesh networks with multidestination capability

by exploiting the spatial locality of the destination set. The ®rst grouping scheme, graph-based proximity grouping, is

proposed to group the destinations together with locality to construct several disjoint sub-meshes. This is achieved by

modeling the proximity grouping problem to graph partitioning problem. The second one, pattern-based proximity

grouping, is proposed by the pattern classi®cation schemes to achieve the goal of the proximity grouping. By simulation

results, we show the routing performance gains over the traditional Hamiltonian-path routing scheme. Ó 2000 Elsevier

Science B.V. All rights reserved.
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1. Introduction

Multicast, an important communication mech-
anism, is frequently used in a wide variety of ap-
plications containing parallel algorithms, scienti®c
parallel computing, and so forth, for message-
passing multicomputers. There are a lot of works
paying attention to designing multicasting algo-
rithms on a variety of interconnection networks,
such as hypercube and mesh networks. They

aimed at designing collective communication [10]
which is mainly based on the switching techniques
containing store-and-forward, virtual cut-through,
or wormhole routing methods [4,11].

In general, the multicasting problem, one-to-
many routing, can be modeled by three routing
schemes: tree-based, unicast-based, and path-
based routing [10]. By using the tree-based routing,
the multicast algorithms were proposed in
[7,18,17]. The tree-based multicasting highly relies
on ®nding a tree, rooted at the source node, con-
necting each destination node on the given target
network. The source message is propagated to
each destination along the constructed tree. In
[3,9,19], they proposed the multicasting on mesh
networks under the unicast-based routing. The
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major disadvantage to the unicast-based routing is
that there are a lot of extra startup latencies
incurred while delivering the message from each
intermediate node to another.

Recently, in the literature [2,5,8,12,13,15,16],
they turned attention to multicasting the message
under the path-based routing on wormhole-routed
networks. They used the system architectures with
multidestination capacity to try to improve the
data transmission performance over that using the
unicast-based routing schemes. The trip-based
model [15] was proposed on networks with arbi-
trarily topologies. For fault-tolerance to networks,
Tseng et al. [16] proposed the Euler-path-based
multicasting model on general networks. Lin et al.
[8] presented a Hamiltonian-path deadlock-free
routing approach to e�ciently performing multi-
cast on mesh networks. Panda et al. [12] proposed
a hierarchical leader-based scheme on mesh net-
works. Fan and King [5] proposed a turn grouping
method to solve the multicasting problem on mesh
networks under the turn model [6].

In this paper, we aim at the mesh networks with
path-based wormhole routing model as the target
architectures. For e�cient multicasting, one of the
major concerns is on exploiting the spatial locality
of the destination nodes participating in the mul-
ticasting [12]. Two proximity grouping schemes
proposed here are for e�cient multicast in worm-
hole-routed mesh networks with multidestination
capability. The ®rst grouping scheme, graph-based
proximity grouping, is proposed to group the des-
tinations together with locality to construct several
disjoint sub-meshes by modeling the proximity
grouping problem to graph partitioning problem.
The second one, pattern-based proximity grouping,
is proposed by the pattern classi®cation schemes to
achieve the goal of the proximity grouping. By
exploiting the spatial locality of the destination set,
we can e�ciently perform the multicast in worm-
hole-routed mesh networks conforming to any
path-based wormhole routing. After performing
proximity grouping, multicasting for all of parti-
tioned groups can be individually performed in
parallel. As a result, the total multicast latency can
be improved. Here we show that our proposed
techniques are superior to the simple Hamiltonian-
path routing scheme by simulation results.

The rest of the organization of this paper is
stated as follows. Section 2 introduces the system
model of mesh multicomputers and states the
motivations of this paper. In Section 3, we present
the multicast algorithm with two proximity
grouping schemes, the graph-based proximity
grouping and the pattern-based proximity group-
ing. The graph-based proximity grouping is pro-
posed to partition destination set based on a graph
model so that the proximity destinations are con-
structed into a group within a sub-mesh. The
pattern-based proximity grouping is next present-
ed to explore the destination set in order to form
groups with proximity relations based on the
pattern classi®cation schemes. Simulation results
are discussed in Section 4. Conclusions are ®nally
summarized in Section 5.

2. Preliminaries

In this section, we ®rst introduce our system
model for multidestination wormhole-routed mesh
multicomputers. We then state the related work
and the motivations for exploiting the spatial lo-
cality of the destination set for multicasting in
mesh networks.

2.1. System model

The mesh multicomputer system is composed of
nodes, each node is a computer with its own pro-
cessor and local memory, and communication
link, each directed link connects to two neighbor-
ing nodes through network [8]. The node archi-
tecture of a mesh multicomputer system is as
shown in Fig. 1. A common component of nodes
in a new generation multicomputer is a router. It
can handle the message communication entering,
leaving, and passing through the node. The ar-
chitecture of the mesh network system provides
the wormhole routing with multidestination
capability.

We denote Mk1�k2�����kn as an n-dimensional
mesh where �x1; x2; . . . ; xn� is one of the nodes,
06 xi6 ki ÿ 1 for 16 i6 n. Symbol ki is denoted as
the maximum number of the i-dimension in the
n-dimensional mesh. Let SM�l1 . . . h1; l2 . . . h2; . . . ;
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ln . . . hn� denote a sub-mesh in Mk1�k2�����kn , where
�x1; x2; . . . ; xn� is one of the nodes
06 li6 xi6 hi6 ki ÿ 1 for 16 i6 n. In this paper,
we use the routing model conforming to the path-
based routing with multidestination capability.

2.2. Related work and motivations

We ®rst state the related work in this section.
Here, we only pay attention to the multicasting on
the basis of path-based routing model in mesh
networks. Lin et al. [8] presented a Hamiltonian-
path deadlock-free routing approach to e�ciently
perform multicasting on mesh networks. Using the
dual-path multicast routing, the source node de-
livers the message along two subnetworks, high-
channel network and low-channel network, on a
mesh. We illustrate their idea with an example as
shown in Fig. 2. In this 8� 8 mesh, there are a
source node S � �2; 5�, denoted by a solid point,
and 8 destination nodes, denoted by the empty

points, as shown in Fig. 2. The source node (2, 5)
sends the message to three destinations (1, 6),
(2, 6), and (1, 7) along the high-channel network in
turn. Meanwhile, the source node (2, 5) sends the
message to ®ve destinations (2, 3), (5, 2), (1, 2),
(0, 2), and (6, 1) along the low-channel network in
turn. Note that the routing path between two
nodes is the shortest. It is easy to see that these two
multidestination messages are passed and tra-
versed with 23 communication links.

Panda et al. [12] proposed a hierarchical leader-
based scheme. Their scheme is to partition the
destination set into disjoint groups. A leader for
each group is selected to form a leader set. These
leaders of the leader set are partitioned repeatedly
into disjoint leader groups. Thus there exists a
hierarchy structure of groups. After that, the
source node sends the message to their members
within the same group. By recursively delivering
the message, the multicasting can be completed.

Fan and King [5] proposed a turn grouping
method based on the turn model [6]. By estab-
lishing a pturn-dependence graph [5], they use the
graph coloring algorithm to group the destination
nodes into several groups conforming to the turn
model. Then a leader for each group is selected to
generate a leader set. The source node sends the
message to all the nodes in the leader set via a
multidestination message. The leader node delivers
the multidestination message to the members of its
groups simultaneously while it received a message
from the source.

For any path-based routing scheme, it is re-
sponsible for exploit the spatial locality of desti-
nation set on a mesh network. This allows
multicasting to avoid incurring path thrashing on
routing over proximity groups. That is, one of the
nodes on each group with spatial locality is re-
sponsible for delivering the source message to the
other nodes on its group so as to minimize the
communication cost. Thus, minimizing the multi-
cast latency on a mesh network is our main goal in
this paper.

We consider the same example, as shown in
Fig. 2, to illustrate our idea and motivation to this
problem. Suppose that we partition the destination
set into disjoint subsets, each surrounded by a sub-
mesh network. These sub-mesh networks areFig. 2. Hamiltonian-path routing with dual-path.

Fig. 1. A node architecture with multidestination routing.
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disjoint so that the destination nodes within each
sub-mesh has proximity relationship. As depicted
in Fig. 3(a), we can partition the destination set
into three disjoint groups 1, 2, and 3 which are
bounded by the respective sub-meshes. Assume
that we use the dual-path Hamiltonian routing
scheme in this system. We ®rst select the leaders
�2; 6�, �5; 2�, and �2; 3� from groups 1, 2, and 3,
respectively. The source node ®rst sends the mul-
tidestination message to these leaders according to
the dual-path Hamiltonian routing scheme as
shown in Fig. 3(a) . After each leader received the
message, it individually sends the multidestination
message in parallel to each destination within its
corresponding sub-mesh as shown in Fig. 3(b).
Thus, we not only use 15 communication links but
also reduce the transmission time to this example,
compared to the traditional Hamiltonian routing
scheme as shown in Fig. 2.

3. Multicasting

In this section, we shall propose the multicast
algorithm along with two proximity grouping
schemes for exploiting the spatial locality of des-
tinations participating in a multicasting on mesh
networks.

We ®rst formulate the multicast algorithm that
a source node S wants to multicast a source mes-
sage to k destinations on a wormhole-routed n-
dimensional mesh network. We denote the set

containing k destinations as D � fd1; d2; . . . ; dkg.
In the following, we describe the multicast algo-
rithm with two-level routing.

Algorithm 1 (Multicast-Algorithm (Mk1�k2�����kn ,
S, D)).

Step 1. Given the destination set D on the mesh
Mk1�k2�����kn , we ®rst group them into several
groups with proximity relations via the group-
ing schemes to be presented in the two subse-
quent sections. A group containing destination
nodes is surrounded within a sub-mesh so that
these sub-meshes generated by the groups are
disjoint.
Step 2. One leader Li for each group Gi is select-
ed to generate a set L of group leaders. Here the
leader Li on group Gi is chosen by evaluating
the distance between the source node S and
each node on group Gi such that the distance
is minimum.
Step 3. Then, we deliver a multidestination mes-
sage from source to each group leader on the set
L based on the system routing scheme, called
the source-to-leader routing. The multidestina-
tion message routing conforms to one of the
deadlock-free routing schemes, such as e-cube
[4], turn-model [6], Hamiltonian path-based
[8], base-routing-conformed-path (BRCP)
model [12].
Step 4. In terms of conforming to the underly-
ing routing as in Step 3, we perform multicast
in parallel on each group with proximity

Fig. 3. Multicast with proximity grouping by using Hamiltonian dual-path routing. (a) Source-to-leader routing in step 1. (b) Leader-

to-destination routing in step 2.
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relations, called the leader-to-destination rout-
ing, because these groups without intersection
are disjoint. Finally, we complete the multicast-
ing on the mesh network.

In the following two sections, we shall discuss
two grouping schemes for exploiting the spatial
locality of the destination set on the mesh net-
works. These schemes for multicasting are used in
Step 1 of Algorithm 1.

3.1. Graph-based proximity grouping

In this section, we will propose the graph-based
proximity grouping scheme. Some de®nitions and
terms are ®rst introduced.

De®nition 1 (Proximity graph). For a set D of
destination nodes in an n-dimensional mesh, a
weighted proximity graph is de®ned as G � �V ;E�.
The set of vertices, V, consists of the destination
nodes D � fd1; d2; . . . ; dkg. The set of edges, E,
consists of the edges of e � �di; dj� where its
weight, the distance between two nodes, is de®ned
as W �e� �P16 p6 n jxp ÿ ypj, di � �x1; x2; . . . ; xn�
and dj � �y1; y2; . . . ; yn�, for di; dj 2 D and di 6� dj.

We illustrate how the proximity can be con-
structed with an example below. Consider the same
example as shown in Fig. 2, in the previous section.
According to the de®nition of the proximity graph,
the constructed proximity graph is shown in Fig. 4
where the weight of an edge is calculated and is
placed on the corresponding edge.

We ®rst illustrate our idea for exploiting the
spatial locality of destinations participating in a
multicast operation. The grouping is in a way that
we partition the corresponding proximity graph
into groups surrounded by disjoint sub-mesh net-
works such that the destination nodes on each
group have spatial locality. Once the proximity
graph is constructed, we partition the graph into
several proximity groups. We ®rst partition the
whole mesh into two disjoint sub-meshes (groups)
along a hyperplane such that the weight across the
edges of the graph is maximum. Under the key
consideration of minimizing communication cost
in intra-group, we have to partition the group

along the edges with the great total amount of
communication overhead into two sub-groups.
For each group, we recursively partition it into
two disjoint sub-meshes until one speci®ed con-
straint is satis®ed. There is a corresponding sub-
mesh generated for each group containing the
destination set D0. The sub-mesh is de®ned as the
form SMD0 �l1 . . . h1; l2 . . . h2; . . . ; ln . . . hn� sur-
rounding all the nodes in D0, where li is the mini-
mum value of i-dimensional on each ith element
and hi is the maximum value of i-dimensional on
each ith element for all nodes. We de®ne the ratio
of the cardinality of set D0 to the total number of
nodes in SMD0 �l1 . . . h1; l2 . . . h2; . . . ; ln . . . hn� as

RSMD0 �
jD0jP

16 i6 n jhi ÿ lij ;

where we denote jD0j as the cardinality of the set
D0. Finally, we give a threshold value to terminate
the partitioning process if RSMD0 P T , where T is
denoted by a threshold value. For example,
T � 1=2, namely, the number of destination nodes
are at least one half of the total number of nodes
within the sub-mesh SM, i.e., RSMD0 P T � 1=2.
For instance, the destination set D1 � f�1; 6�;
�1; 7�; �2; 6�g in group 1 is surrounded by
SM1�1 . . . 2; 6 . . . 7� in Fig. 3(a). The ratio of the
cardinality of set D1 to the total number of nodes
in SM1�1 . . . 2; 6 . . . 7� is 3/4.

We formalize the above descriptions as the
following algorithm.

Fig. 4. An example of the proximity graph.
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Algorithm 2 (Graph-based proximity grouping
(sub-mesh SMD�l1 . . . h1; l2 . . . h2; . . . ; ln . . . hn�,
destination set)).

Step 1. If the ratio RSMD is greater than or equal
to the threshold value T, this algorithm is termi-
nated; otherwise, go to Step 2.
Step 2. For each hyperplane xi � Hi;
li6Hi6 hi; 16 i6 n, we partition the corre-
sponding proximity graph G with D along
xi � Hi in this sub-mesh. As a result, there are
two sets D1 and D2 generated via the partition-
ing of the hyperplane xi � Hi such that
d � �y1; y2; . . . ; yn� 2 D1 with yi P Hi and
d 0 � �z1; z2; . . . ; zn� 2 D2 with zi < Hi, where
D1 [ D2 � D and D1 \ D2 � /.
Step 3. For each partitioning, we evaluate their
cost (weight) across the proximity graph G.
Step 4. Determine the partitioning hyperplane
xi � Hmax so that there exists the maximum
weight in the crossed edges when partitioning
the SM into two disjoint sub-meshes SMD1

and SMD2
with destination sets D1 and D2,

respectively.
Step 5. Recursively perform the algorithm on
the sub-meshes SMD1

and SMD2
along with D1

and D2, respectively.

At the beginning of Algorithm 2, the ®rst call is:

Graph-based proximity grouping �Mk1�k2�����kn ;D�;
where Mk1�k2�����kn is the target machine and D is
the destination set for multicasting. We discuss
how to derive the time complexity of Algorithm 2
below. We have jDj destination nodes. Thus, it
takes the time complexity O�jDj2n� to construct a
proximity graph G, a complete graph with jDj
vertices and jDj�jDj ÿ 1�=2 edges, where n is the
dimension of one node in the mesh. The most
time-consuming part of this algorithm is in Step 2
with a couple of recursive calls. In Step 2, we use a
hyperplane to partition the graph in order to
generate two disjoint sets D1 and D2. That is, we
have to evaluate its cost of edges across the
proximity graph G. Thus, it needs to take the worst
time complexity O�jDj2� for all edges. The ®rst call
needs to take the time complexity
O�k1jDj2n� k2jDj2n� � � � � knjDj2n�. Each level of
recursive call needs to take the same time as the

®rst recursive call. For the worst case, we have jDj
groups, each group only containing one destina-
tion. Therefore, the total time complexity of this
algorithm is

O��k1jDj2n� k2jDj2n� � � � � knjDj2n�jDj�
� O��k1 � k2 � � � � � kn�jDj3n�:

Obviously, this algorithm has polynomial time
complexity.

We reconsider the example described in Section
2. Here we assume the threshold value T � 1=2.
The ®rst call to this example is expressed by

Graph-based proximity grouping �M8�8;D�;
where D � f�1; 6�; �2; 6�; �1; 7�; �2; 3�; �5; 2�; �1; 2�;
�0; 2�; �6; 1�g. Within the ®rst call, the constructed
proximity graph is shown in Fig. 4. We can use the
hyperplane x2 � 4 to partition the whole mesh into
two sub-mesh networks surrounding the destina-
tion nodes as shown in Fig. 5(a). Here
D1 � f�1; 6�; �2; 6�; �1; 7�g and D2 � f�2; 3�; �5; 2�;
�1; 2�; �0; 2�; �6; 1�g. As partitioning across the
edges depicted in Fig. 5(b), its total weight (com-
munication cost) equal to 93 is maximum. Thus,
we have two sub-meshes SMD1

�1 . . . 2; 6 . . . 7� and
SMD2

�0 . . . 6; 1 . . . 3�. Then we recursively call the
Algorithm 2. It is terminated after the call

Graph-based proximity grouping

�SMD1
�1 . . . 2; 6 . . . 7�;D1�;

because RSMD1
� 3=4 P 1=2. The other call

Graph-based proximity grouping

�SMD2
�0 . . . 6; 1 . . . 3�;D2�;

is proceeding to partition the sub-mesh
SMD2

�0 . . . 6; 1 . . . 3� into two sub-meshes,
SMD3

�0 . . . 2; 2 . . . 3� and SMD4
�5 . . . 6; 1 . . . 2�,

along hyperplane x1 � 4 as depicted in Fig. 6(a).
The corresponding proximity graph is partitioned
across the edges with the weight 32 as depicted in
Fig. 6(b). Two recursive calls are performed and
then are terminated. Therefore, we have three
groups 1, 2, and 3 to the destination set D sur-
rounded by their respective sub-meshes
SMD1

�1 . . . 2; 6 . . . 7�, SMD3
�0 . . . 2; 2 . . . 3� and

SMD4
�5 . . . 6; 1 . . . 2�. Finally, we use Algorithm 1
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to perform the multicasting conforming to the
dual-path Hamiltonian routing on the mesh net-
work as illustrated in Section 2.

3.2. Pattern-based proximity grouping

In this section, we will propose the pattern-
based proximity grouping scheme. We use the
pattern classi®cation approaches [14] to grouping
the destination nodes so that these groups have the
proximity property. The proximity among desti-
nation nodes is determined by the distance func-
tions. Here we focus the classi®cation problem on
the maximin (maximum±minimum)-distance ap-
proach proposed in [1,14].

We introduce the basic concepts of maximin-
distance approach for classifying patterns in an
n-dimensional space. The maximin-distance
approach is a heuristic procedure based on the
Euclidean distance concept. Here the Euclidean
distance stands for the value of

Dist�x; y�

�
���������������������������������������������������������������������������������
�x1 ÿ y1�2 � �x2 ÿ y2�2 � � � � � �xn ÿ yn�2

q
;

where two nodes x � �x1; x2; . . . ; xn� and
y � �y1; y2; . . . ; yn� are in an n-dimensional mesh.
Below in this section, the distance means the
Euclidean distance for convenience. Assume that
we will classify the nodes in destination set D into

Fig. 5. Partitioning the proximity graph of D along hyperplane x2 � 4. (a) The source node and destination set. (b) The corresponding

proximity graph.

Fig. 6. Partitioning the proximity graph of D2 along hyperplane x1 � 4. (a) The source node and destination set. (b) The corresponding

proximity graph.
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several irregular clusters, not a sub-mesh form.
Arbitrarily let a node c1 be a cluster representative.
Next, we determine the farthest node, called a
cluster representative c2. In the third step, we
compute the distance from each remaining node
d 2 D to c1 and c2. We save the summation of the
minimum Euclidean distances Dist�d; c1� and
Dist�d; c2�. Then, we select the maximum value
from these minimum distances. If this distance
with maximum value is an appreciable fraction of
the distance, Dist�c1; c2�, between c1 and c2 (here
assuming at least one half of the average of the
summation distance for each pair on a set of the
cluster representatives), the cluster representative
is c3. Otherwise, this algorithm is terminated. In
the next step, the above procedure is repeated until
the new maximum distance at a particular step
fails to satisfy the condition for the creation of a
new cluster representative.

Therefore, we have a set C of cluster represen-
tatives by the above procedure. Assume that the
representative of group Gi is ci for 16 i6 j if we
have j groups. The remaining nodes d 2 D and
d 62 C is added to the group Gi if we have the
minimum distance Dist�d; ci�, i.e., minci2C

Dist�d; ci�. Thus, all of proximity groups are gen-
erated based on the above maximin-distance ap-
proach. We know that it is possible to generate
irregular groups, not sub-mesh form via this
method.

In the following, we will discuss how to use the
maximin-distance approach to generate the prox-
imity groups surrounding by disjoint sub-mesh
networks.

Algorithm 3 (Pattern-based proximity grouping
(Mk1�k2�����kn , destination set D)).

Step 1. We apply the above-mentioned pro-
cedure maximin-distance approach [1,14] to
generate the set C of cluster representa-
tives.
Step 2. We require to add the remaining desti-
nation nodes to the proximity groups according
to their dimension ordering, x1; x2; . . . ; xn, in se-
quence. While we assign a remaining node p to
its corresponding sub-mesh, we have to examine
whether joining node p to a sub-mesh to form a
new sub-mesh can incur the intersection among

some sub-meshes. If it has occurred, let the node
p be a new cluster representative so that the set
C is set to C [ fpg.
Step 3. We continuously repeat the operation of
Step 2 until all of the remaining nodes in D are
scanned. Finally, we have several disjoint sub-
meshes surrounding some destination nodes.

After grouping, we are able to use the multicast
algorithm presented previously to perform multi-
casting with two-level routing. If these sub-meshes
are not disjoint, they may incur contention or
deadlock as performing multicast. Hence we have
to avoid contention or deadlock when the data
transmission is performed independently on each
sub-mesh. In general, the number of generated
groups on Algorithm 3 is slightly larger than the
number of clusters generated by the traditional
maximin-distance approach.

In what follows, we discuss how to derive the
time complexity of Algorithm 3. We have jDj
destination nodes. Within Step 1, we use the
maximin-distance approach for generating the set
of C of cluster representatives. Initially, we have
one representative c1. Then, we have to ®nd c2 out.
It needs the time O�n� to compute the Euclidean
distance Dist�x; y� between two nodes x and y.
Thus, it costs the time complexity
O�n�jDj ÿ 1� � �jDj ÿ 1�� to ®nd out c2. To be
continued, clearly, we need the time
O�n�jDj ÿ i� � i� �jDj ÿ i�� to ®nd the represen-
tative ci out. The worst case is that all of the nodes
in D are the cluster representatives. Thus, it needs
the time complexity shown in Step 1.

O��n�jDj ÿ 1� � �jDj ÿ 1�� � �n�jDj ÿ 2� � 2

� �jDj ÿ 2�� � � � � � �n� 1� �jDj ÿ 1� � 1��
� O�njDj3�:

Then, we add the remaining destination nodes
into their corresponding groups Gi with their
corresponding cluster representatives ci. The worst
case of this operation is needed with the time
complexity O�njDj�. Followed by Steps 2 and 3, we
need to visit each destination node at once. Hence,
the worst case of these two steps needs the time
complexity O�njDj�. Therefore, this algorithm
takes the time complexity
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O�njDj3� �O�njDj� �O�njDj� � O�njDj3�:
Clearly, this approach has polynomial time com-
plexity.

Consider an example as shown in Fig. 7, where
there are 18 destination nodes in a destination set
D. We arbitrarily select a node c1 � �0; 0� as the ®rst
cluster representative. Next, we determine the far-
thest node �7; 2�, called a cluster representative c2,
to node c1 with the maximum Euclidean distance

Dist�c2; c1� �
���������������������������������������
�7ÿ 0�2 � �2ÿ 0�2

q
�

�����
53
p

:

In the third step, we compute the distance from
each remaining node d 2 D to c1 and c2. We save
the summation of the minimum distances
Dist�d; c1� and Dist�d; c2�. We have the maximum
minimum distance

Ldist � Dist�c3; c1� �Dist�c3; c2�
�

���������������������������������������
�3ÿ 0�2 � �5ÿ 0�2

q
�

���������������������������������������
�3ÿ 7�2 � �5ÿ 2�2

q
� 5�

�����
34
p

for the node c3 � �3; 5�. Due to Ldist P Dist�c2; c1�
=2 � �����

53
p

=2, the distance Ldist is larger than one
half of the average of distance of c1 and c2. Thus,
the node c3 is named a cluster representative. Next,
we compute the distance from each remaining
node d 2 D to c1, c2, and c3. Thus, we save the
summation of the minimum distances Dist�d; c1�,
Dist�d; c2�, and Dist�d; c3�. We know that the
distance is not larger than one half of the average
of the summation distance of c1 and c2, c1 and c3,
and c2 and c3. Next, we simply assign each re-
maining node to its nearest cluster representative

by computing the minimum distance for each pair
d 2 D and ci, 16 i6 3. Thus, this procedure is
terminated. Namely, we have three clusters 1, 2,
and 3 with the cluster representatives c1, c2, and c3,
respectively, as shown in Fig. 7.

Next, the three clusters 1, 2, and 3 generated are
surrounded by the three sub-meshes 1, 2, and 5,
respectively, as shown in Fig. 8. We can see that
the two sub-meshes 1 and 5 are intersection, not
disjoint. Under the consideration of disjoint
grouping, we add the destination nodes to each
proximity group according to the dimension or-
dering, ®rst x1, then x2. That is, the destination
node ordering is of lexicographical order. While
processing, the node �3; 2� is to be appended into
the group 3, incurring the situation of the sub-
meshes 1 and 3 being not disjoint. Thus, a new
cluster representative c4 � �3; 2� is generated. Af-
ter repeating the same procedure, the new group
generated is surrounded by the new sub-mesh 4.
The ®nal result with four sub-meshes 1, 2, 3, and 4
is illustrated in Fig. 8. After grouping, we use Al-
gorithm 1 to perform the multicast with two-level
routing: source-to-leader routing as shown in
Fig. 9(a) and leader-to-destination routing as
shown in Fig. 9(b) by using Hamiltonian dual-path
routing.

4. Simulation results

In this section, we will discuss the simulation
results. We compare our developed schemes with
the Hamiltonian dual-path routing while we adopt
the Hamiltonian dual-path scheme to route the

Fig. 7. An example of the pattern classi®cation. Fig. 8. The result of the pattern-based proximity grouping.
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message on both source-to-leader and leader-
to-destination steps in our algorithms.

Here we ®rst give some assumptions to the pa-
rameters of system architecture and our algorithm
in our simulation. The message startup latency ts is
1:0 ls . One link propagation delay tl is 5:0 ns and
the router delay tr on each node is 20:0 ns for each
routing ¯it. For all of the multicasting on our
simulation, the message size is assumed to be 100
¯its. Here assume the threshold value T � 4=5
used in the graph-based proximity grouping
scheme.

The simulation results are shown in Figs. 10
and 11. We simulate our proposed multicast al-
gorithms with graph-based proximity grouping
(Graph-Based) and pattern-based proximity

grouping (Pattern-Based), compared to the Ham-
iltonian dual-path scheme (Ham-Path) on 16� 16
mesh. In Fig. 10, the destinations are randomly
generated. We show that the multicast latency by
our proposed schemes is improved over the tradi-
tional Hamiltonian dual-path scheme. In Fig. 11,
we discuss the cases as the destination nodes are
constructed with proximity relationship. Due to
the destination nodes with spatial locality, a great
amount of the multicast latency in Fig. 11 can be
reduced as compared with the results depicted in
Fig. 10.

There exist di�erent number of groups gener-
ated when applying the graph-based and pattern-
based proximity grouping schemes we proposed.

Fig. 9. Multicasting via pattern-based proximity grouping by using Hamiltonian dual-path routing. (a) Source-to-leader routing.

(b) Leader-to-destination routing.

Fig. 10. Comparison of Hamiltonian-path, graph-based and

pattern-based proximity grouping schemes to random destina-

tions on 16� 16 mesh.

Fig. 11. Comparison of Hamiltonian-path, graph-based and

pattern-based proximity grouping schemes to destinations with

proximity relations on 16� 16 mesh.
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The pattern-based grouping scheme has nice
property related to spatial locality. It may, how-
ever, produce a lot of groups because it introduces
the irregular shape grouping. We have to partition
the irregular shape into disjoint sub-meshes.
However, the grouping using the graph-based
proximity grouping is highly dependent on the
selection of the threshold value T, namely, the
partitioning criterion. Hence the number of prox-
imity groups generated by the two proximity
grouping schemes maybe di�erent. As shown in
Figs. 10 and in 11, the number of proximity groups
and their located positions a�ect the multicast la-
tency. When the number of destination nodes is
increasing to the number of all nodes, we assume
that the whole mesh is a group. Namely, we use the
Hamiltonian dual-path scheme to perform multi-
casting. It turns out that, via simulation study, the
multicast performance of our proposed multicast
algorithms based on exploiting the spatial locality
of destination set is improved over that of the
previous one [8].

5. Conclusions

In this paper, we proposed two proximity
grouping schemes for exploiting the spatial locality
to the destination set on multicasting for mesh
networks. The ®rst grouping scheme, graph-based
proximity grouping, was proposed to partition the
destination set to form disjoint sub-meshes with
proximity nodes. The second one, pattern-based
proximity grouping, was proposed by the pattern
classi®cation schemes to achieve the goal of the
proximity grouping. Using these two proposed
grouping schemes, we presented the e�cient mul-
ticast algorithm with two major steps, source-to-
leader routing and leader-to-destination routing.
There are two advantages for exploiting spatial
locality of the destination set on mesh networks.
One is that the number of traversed links can be
reduced to improve the communication perfor-
mance. The other is that the message propagation
on these disjoint sub-mesh networks can be per-
formed in parallel independently so as to reduce
the communication time. Our proposed grouping
schemes can be used in any path-based multicast

routing as a preprocessing scheme so as to mini-
mize multicast latency. Finally, the simulation re-
sults are given to show that applying proximity
grouping schemes to multicasting for mesh net-
works can improve the performance over the tra-
ditional Hamiltonian-path routing scheme.
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