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ABSTRACT

In this paper, we study the all-to-all personalized and non-personalized broadcast problems in a
star graph. This work is motivated by the observation that existing works in the literature only try to
optimize the data transmission time, but ignore the start-up time required to initialize communication.
As a result, existing algorithms, although claimed to be optimal, are only so when the start-up time is
negligible. In this paper we try to optimize both costs at the same time. We develop an all-to-all personalized
broadcast algorithm that is more efficient than existing results. We also present an all-to-all non-
personalized broadcast algorithm that outperforms existing results in most cases except when the start-

up time is very small (in a ratio @(ﬁ), wheren is the dimension of the star graph) compared

to the transmission time. Extensive simulations have been conducted, which show 10%~80% improvement
over existing results.

Key Words: all-to-all personalized/non-personalized broadcast, collective communication, interconnec-
tion network, routing, star graph

[. Introduction bution in High-Performance FORTRAN, parallel graph
algorithms, and parallel matrix algorithms. This prob-
Designing and implementing multicomputer net-lem can be classified according to the communication
works with versatile topologies, such as the lineapattern pne-to-allor all-to-all) and the message nature
array, ring, mesh, tree, hypercube, etc., has becon{personalizedr non-personalized Many studies have
possible due to fast advances in hardware technologielseen focused on various versions of this problem, e.g.,
One new interconnection network that has attractedne-to-all broadcast (Akerst al., 1987; Aklet al,
much attention recently is the star graph (Aketrsal, 1993; Chenet al, 1996; Mendia and Sarkar, 1992;
1987; Akers and Krishnamurthy, 1989). Part of theMisic and Jovanovic, 1994; Qiu, 1995; Sheual.,
reason for this interest is its symmetric and recursiv&993, 1995) and all-to-all broadcast (Fragopoulou and
nature, and superior (lower) node degree and compakl, 1995; Misic and Jovanovic, 1994).
rable diameter as opposed to hypercubes. Indeed, many In this paper, we study the all-to-all broadcast
studies have been done on the star graph’s topologicptoblem in a star graph, where each node has a message
properties (Day and Tripathi, 1994; Qew al., 1994), to be sent to all other nodes in the network. We consider
embedding capability (Jwet al,, 1990; Nigamet al., the message to be personalized or non-personalized. If
1990; Tsenget al., 1997), communication capability it is personalized, then the message sent from a source
(AKl et al., 1993; Fragopoulou and Akl, 1995; Mendianode to every destination node may vary; otherwise,
and Sarkar, 1992; Misic and Jovanovic, 1994; Qiuthe message is the same. The routing technology is
1995; Shewet al, 1995), and fault-tolerant capability assumed to uspacket switchingvith the single-port
(Bagherzadelet al, 1993; Jovanovic and Misic, 1994; capability. By means of the single-port capability, a
Latifi, 1993). node can send, and simultaneously receive, at most one
Broadcasting is a preliminary function in an message at a time, as opposed toalh@ort capability,
interconnection network. It has many applications, sucwhere a node can send and receive along all channels
as Fast Fourier Transformation (FFT), data re-distrisimultaneously.
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This work is motivated by the observation that IPEETE LR . Lemmmneeresees ..
existing works (Fragopoulou and Akl, 1995; Misic and -
Jovanovic, 1994) in the literature only try to optimize 5'3211\
the data transmission time (required for packets tc
travel in the communication channels), but ignore N
the start-up time (required to initialize the com-
munication). In current technologies, each communi-
cation involves both a start-up cost and a transmissiol
cost, and the former cost is typically significant, in
an order or more larger than the later. As a result U0 . e ..
these algorithms (Fragopoulou and Akl, 1995; 312 2413
Misic and Jovanovic, 1994), although claimed to be g s\ .
optimal, are only so when the start-up time is negli- : 4312 1432 Lo 4213 1423,
gible. — g § : D kkk3

In this paper, we try to optimize both costs at the : ' :
same time. We develop an all-to-all personalized broad K‘m
cast algorithm that is more efficient than existing results . d -
(Fragopoulou and Akl, 1995; Misic and Jovanovic, e LT .
1994). We also present an all-to-all non-personalized
broadcast algorithm that outperforms Fragopoulou and Fig 1. A 4-dimensional star grapsy.
Akl (1995) in most cases except when the start-up time
is very small (in a ratio OO(ﬁ), wheren is the

dimension of the star graph) compared to the transmid- functions, gz, gs, ..., gn, Where given any node
sion time. Extensive simulations have been conducted=X1..Xi...Xn In S, the functiong;(X)=X;...X;.. X, (i.e.,
which show about 10%~80% improvement over existswap the first and theth symbols and keep the rest
ing results (Fragopoulou and Akl, 1995; Misic andof the symbols unchanged). Two nodeandy are
Jovanovic, 1994). connected by an edgdong dimensioni iff x=g;(y) for

The algorithms presented in this paper are algnyi=2..n. Figure 1shows an example of a8,
based on the following idea: to perform a broadcast, An & is a recursive structure that contains many
instead of sending messages one by one to each nog&bstars Formally, ak-dimensionalsubstar or k-
we first group several messages together into one pack&ibstar is denoted as a strilkF X;Xz...X,, Wherex;=+
and then forward it to another node, which will helpandx{«,1, 2, ...,n}, 2<isn. The symbok means
in further distributing the messages to the destinationdon’t care”. InX, there are exactllg ’s, and no two
nodes. The algorithms are easy to implement. Alsd)on+ symbols are identical. SubstAris a subgraph
the number of messages required to be grouped is &h S, consisting of all the vertices obtained frofrby
adjustable factor. Our simulations show that large gaifeplacing all the«’s with arbitrary (but legal) digits
can be obtained by only grouping a small (<20) numbefl, 2, ...,n}, and all the edges induced by these vertices.
of messages. Note that the size of packets also place8r instance, in Fig. 1, we show the four 3-substars
a restriction on the hardware (e.g., buffer size). Theret®l, *°2, *°3, and+*4 in S,, where+* denotes a string
fore, the results presented here have much practic@f k*’s. It is a simple fact that ksubstar is also an
value. S

The rest of this paper is organized as follows. In S,, consider the problem of minimal routing
Section Il gives some preliminary results. Algorithmsfrom any nodex=x;x,...%, to another nodg=y.y,...y,
for all-to-all personalized and non-personalizedX?y. It has been proved in Akeet al (1987) that we
broadcast are presented in Section Il and Sectioan obtain a node which is closer ty than tox using
IV, respectively. Conclusions are drawn in Sectiorthe following rules:
V.

3241 /2’4312

:***1

12314 2341 3421,

1243 4123

R1: If x;=y1, then letx'=g;(x), wherei, 2<i<n, is any
[I. Preliminaries integer such thax;zy;.

An n-dimensional star graphalso referred to as  R2: If x32y;, then letx'=g;i(x) such thatx;=y;.
an S, or n-star, is an undirected graph witll nodes.
Each node is represented by a permutatiom ©fmbols Clearly, to construct a shortest path franto y,
{1, 2, ...,n}. The edges ofS, are defined using— we can repeatedly appR1 andR2. In this paper, we
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are concerned with a more generalde-to-substar
routing problem as follows: Given any nogex;X,...%,
and anyk-substarY=+"y, 1Y:2...Yn such thaxdY, how

Table 1. The Values of Dimensiond,, ..., d;, Nodey, and Substar

Y when the AlgorithmPersonalized_Broadca@tis Ex-
ecuted by a Node=3241 in anS; with k=2

to construct a route from to any node inY such that

the routing distance is minimal. We propose to apply G, - Gy y v
the following rules to obtain a nodeé: Xj=x 12 3,24 1432 **32
Xo=x+ 13 3,4 1234 **34

- =TS *x
R3: 1f X10{ Yie1 Yicr2, ... Yo} let X'=g;(x), wherei is ij:** ;‘ll 4";3 ‘:121‘213 **:’;3
the smallest integer such thabl{Vi.1, Ykr2, v Xg=ex 23 2.3.4 1324 w54
Yo} and x2y;. Xe=x+ 24 2,3 4321 **21
Xq=#x 31 4 1243 43
R4 1f X10{ Yis1, Ykezs -0 Ynb, let X'=gi(x) such that Xe=**32 2.4 1342 **42
X1=V: Xg=**34 none 3241 **41
1=Yi- Xygmrs 41 43 4213 13
Xq1=+ 42 2,4,3 4312 *%12
For example, ik=123456 andr=+63, then byR3 the  x,,=« 43 3,4,3 3214 **14

smallesti=3. However, ify=+%41, thenR4 should be
applied and=6. It can be easily proved that at least
one symbol between th&H1)-th and then-th positions
will be corrected if we continuously appR3 and/or

Algorithm Personalized_Broadcast(z)

R4 twice. By repeatedly applying the above rules, a (1) PartitionS, into N=n!/k! k-substars, each with

path fromx to substarY can be constructed.

[11. All-to-All Personalized Broadcast

1. Algorithm

Consider any node Below, we will first describe
how to perform a one-to-all personalized broadcast
from z. First, we partitior§, into k-substars, each with
the formats“x.1Xcs2...X, (there are totalliN=n!/k! such
substars). Parametéris to be determined later for
optimization purposes. For ea&hsubstarX, nodez
performs the following two steps: (Z)packs thek!
personalized messages for the nodeX into a packet
and then sends the packet to a representative node in
X, and (2) the representative node un-packs the packet
and further distributes the messages to each individual
node inX. Steps (1) and (2) are repeated sequentially
N times for eactk-substar, and the broadcast is com-
pleted.

To perform all-to-all personalized broadcast, we
executen! copies of the above one-to-all broadcast
from all nodesz in S,. Further, this is done by alls
concurrently. However, note that for eazhthe

the formats X, 1Xs2.. Xo. Let these substars be
denoted as{y, Xy, ..., Xy

(2)for i=1 to N do

(i) Let substaiX; be labeled "X 1Xi0.. Xn. Use
the node-to-substar routing rulB8 andR4
to find a path from node 12n.to substar
X;. Let the path found follow the sequence
of dimensionsd,, dy, ..., d; (j is the length
of the path) and lead to a nodex;x,...X,
in Xi.

(i) Let node y=z,,z,,...z,, and substar

=* kZXI<+lZXk+2' ' 'an'

(iiif) Group thek! personalized messages for nodes
of Y into a packet and send the packet along
dimensiongd, dy, ..., d; to the representative
nodey.

(iv) In substarY, perform an all-to-all person-
alized broadcast, by whichdistributes the
k! personalized messages it received in step
(2iii).

In step (1), we generate a sequence of substars

X1, Xo, ..., Xy in @any order. This is the common counting
problem of generating all the permutationsek items

corresponding substa¢in step (1) may be distinct for from n distinct items.

different zZs. Also, eachz must pick a distinct rep-

resentative node. Consequently, step (2) in fact bae substarsy, X,

In step (2), note that nodamay not send messages
..., Xy in that order. Instead; is

comes an all-to-all personalized broadcast in a smallarsed in step (2i) in theth iteration to determine a

k-substar. Again, steps (1) and (2) will be repeatedequence of dimensions, ds, ..

N=n!/k! times sequentially.
The detailed algorithm for node is shown

., dj, which lead from

node 12.n tox. (Clearly this is independent of the label
of z) Then, in step (2ii), a substarand a represen-

below. It is to be executed concurrently and synchrotative nodey are determined using the label fas

nously by all nodes. The label afis denoted as

21273...2,.
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Finally, in step (2iv), the packet is un-packedyiand algorithm. In a packet-switching network, sending a
further forwarded to the nodes ¥f This step can be packet ofi bytes takesst+it,, time, wherd; is the start-
done using any all-to-all personalized broadcast algaip time and,, is the data transmission time per byte.
rithm. For notational simplicity, we can let= p-t,,, where
For example, infable 1, we show the execution p is the size of a personalized message. Thus, step (2iii)
of the algorithm by a node=3241 in anS, with k set  takesj(tstk!t,) time, wherej is the number of hops.
to 2. Let us denote by, the average value gf(i.e., the
The algorithm has the following important prop- average distance from node 12.to thek-substarsXy,
erties (with proof provided in parentheses). Xz, ..., Xn). The total cost of step (2iii) NIy, k(tstk!tm).
(1)In step (Z2iii), the routing is congestion-free Recall that step (2iv) is also an all-to-all person-
(Recall that the dimensiond;, d,, ..., d; are alized broadcast in a smaller substar. We will call the
independent of the value af From every source algorithm in Fragopoulou and Akl (1995) and Misic
nodez, the message will synchronously traveland Jovanovic (1994) in step (2iv) (or equivalently call
first along dimensiom,, then alongl,, . . ., and our algorithm again by setting parameteto 1) and
then alongd,. Thus, in theé-th step, every node evaluate the performance for various values@nd
will send one message and receive one messa$§fe Therefore, node y needs to séiidll messages one

along dimensiond;, i=1..j. The freedom of by one to the othek!-1 nodes inY. This gives a cost
congestion then follows.) of k!l 4(tstty). Note thatl,; is the average distance
(2)From z, the sequence of dimensionsdj, ..., from node 12.k to every node (including itself) ig.

d; indeed leads to the node y as defined in ste@ounting the outer for-loop, the total cost of step (2iv)
(2ii). (These dimensions lead from node 12... is n!ly 1(ts+t). Summing the above factors, we have
to nodex=x;X,...X,. The symbolx; in x is the the cost of the algorithm:

X;-th symbol of 12.n. Similarly, the symbog,,

is thex;-th symbol ofz, which proves the prop- T(N,K)=(Nlptntg Dtet (Nt erntly Dt (D
erty.)

(3)In each iteration of step (2), no two nodes z willWhenk=1, the cost is reduced f(n,1)=n!l, 1(ts*+ty),
pick the same representative nodehus, step which is exactly the time required by Fragopoulou and
(2iv) is indeed an all-to-all personalized broad- Akl (1995) and Misic and Jovanovic (1994).
cast in substar Y (This follows directly from To compare the performance of our algorithm
the proof of property 1.) with that of Fragopoulou and Akl (1995) and Misic and

(4)In each iteration of step (2ii), node z will pick Jovanovic (1994), we would expect the condition
a distinct substar Y (Consider two distinck-  T(n,1)>T(n,k) to hold. We derive the inequality as
substarss X X 2. Xy and* X'y 1 X k2. X n, geN-  follows:
erated in step (1). The correspondiagubstars

generated in step (2ii) will b€z 7 ...z, and T(n,1)>T(n,k)

**24. Ze.rZx,, Tespectively, which must be

distinct because there must exist sdrsach that < Nl 1 (tsttm) > (Nl etntl Dt (nt ety Dty

Xi#X', k<i=n.)

From the above, the correctnessParsonalized_ _ t S S Pt P01 @)
Broadcasf) is readily seen. Whek is set to 1, step [ e LT

(2i) is a node-to-node routing, and our algorithm is
equivalent to the ones proposed in Fragopoulou and Akl  There are three factors which affect the above
(1995) and Misic and Jovanovic (1994). Wherkds;,  inequality:n, k, and the ratiagt,,, Much to our surprise,
our algorithm is a recursive one, and we have thas shown below, the value &fn,1) is always greater
freedom of choosing any all-to-all personalized broadthan T(n,2).
cast algorithm in step (2iv). Thus, our algorithm is a
generalization of Fragopoulou and Akl (1995) and MisicLemma 1. For any n>2, |, ;-1,,=0.5.
and Jovanovic (1994).
Proof. To calculatel, ,, we will partition S, into 2-
2. Performance Analysis and Comparison substars. Consider any 2-subsXar Letx; andx, be
the two nodes oX. Suppose the minimum distance
Now we will analyze the performance of ourfrom 12..n to x; andx, is d. Assume without loss of

k
It can be derived thalklz(k+%+Hk—4)k!k_ll, Whererzzilel. See Akerset al. (1987) for details.
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Table 2. The Minimum Value oftd/t,, Such ThafT(n,1)>T(n,k) for 08
Various n and k=3 o7 | size of star graph (n)
——12 &9
06 6 4
n 05
tfty> 4 5 6 7 8 9 10 11 12 ool
=
3 0.190 0.150 0.124 0.106 0.092 0.082 0.074 0.067 0.062 03 +
4 0.288 0.239 0.205 0.179 0.160 0.144 0.131 0.120
5 0.367 0.315 0.276 0.246 0.222 0.202 0.186
6 0.435 0.382 0.340 0.307 0.280 0.257 oy
k 7 0.491 0.438 0.395 0.360 0.331 0 - -
8 0.538 0.485 0.442 0.406 1 ’ ’ ) siz;ofpar:itionedgubstarg(k) ’ v ! ’
9 0.577 0.526 0.483
10 0.610 0.560 Fig. 2. The ETI of Personalized_Broadca@tunder variousm and
11 0.638 k whentg/t,=100.
04
size of star graph (n) ‘
generality that the distance from 18.to x; isd. As o i mg |
the distance betweexy andx, is one, it is not hard o3 F 6 x4
to see that the distance between b2andx, can only 035 |

bed or d+1. However, the distancg is impossible = o2y
because this implies that we can construct a cycle from' os |
12..nto x4, then tox,, and then back to 12n,.0f length o1 b
2d +1. This is a contradiction becauSgis known to
be bipartite (Akers and Krishnamurthy, 1989). There- , , - .

fore, we conclude that the average distance fromrl2... L ererioned mbsar ) oonoon
to x; andx;, is d+0.5. Sincel,; means the average

distance from 12n.to all other nodes, the lemma thenFig. 3. The ETI of Personalized_Broadcagtunder various and
follows. - k whentg/t=1.

005

Theorem 1.For any re3, T(n,1)>T(n,2).

006

size of star graph (n)
004

Proof. Observe that, ;=0.5. Consider the dividend 12 =9 |
of the expression on the right-hand size of Eq. (2). **] ' 6 e
By Lemma 1, the expressidp,tl, 1—1,,=0. Applying 0 ) s L . s ) w w A
this value to Eq. (2), we have the inequaligt> oo ¢

ETI

In,k"'lk,l_ln,l 004

g =Tk /K =Ty
positive non-zero reals. So Eq. (2) concludes that o
T(n,1)>T(n,2). Note that the inequality does not hold o1 f
for n=2 because the divisor will be 0. " on

=0, which must be true dsandt,, are o b

size of partitioned substar (k)

The above theorem indicates that our algorithnFig. 4. The ETI of Personalized_Broadca@tunder various and
is always better than that in Fragopoulou and Akl k whentg/ty,=0.1.
(1995) and Misic and Jovanovic (1994) if we &eb
2. For otheik’s, Eg. (2) indicates that the larger the
ratio tg/ty, is, the more likelyT(n,1)>T(n,k) will hold.
In Table 2 we calculate the minimum value oft,, _T(n1)-T(nK)
for variousn andk such thatT(n,1)>T(n,k) holds. It ETI - ThD) (3)
can be seen that these values are all very small (<0.64).
As long as the ratidd/t,, is larger than these values, ETI indicates the execution time that is saved as op-
out algorithm performs better. posed to the that required by the casekel (or
Given ann, it is also desirable to know which equivalently, the time required by Fragopoulou and Akl
value ofk will give the best performance. To find this (1995) and Misic and Jovanovic (1994). The larger
out, we define theexecution time improved (ETHs ETI is, the better. We have conducted various simu-

follows:
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lations based on the assumption that the rdtigsare

large (=100), medium (=1), or small (=0.1). The results 1234 2134 0 3124 1324 2314, 3214 /)

are shown inFig. 2, Fig. 3 andFig. 4, respectively.

From these figures, we find that the best valuek of f’

all range between 2 to 4 for alk12 (a largem may |

not be practical as a®, already has 4:8.0° nodes). Ringr,
The range of improvement is between 0.2 to 0.8 1342 342l s32] 14320 342 4312 f

1243 2143 4123 1423 2413 4213

depending on the ratit/t,. Hence, to get the best |
performance for our algorithm, a packet (in step (2iii))
only needs to contain 2!, 3!, or 4! messages, which | __2%q 3214 daig 215 301y 4321
feasible in most current technologies. !‘ :

. Fig. 5. Th beddi f axB! h bedded i .
IV. All-to-All Non-personalized 9 5. The embedding of a8 mesh embedded in &

Broadcast
r.. Fromr,, by Corollary 1, we can construct a ring
1. Algorithm r, in substar"'2 using functionT; ,. We can repeat-
edly generate a ring in substar""i from r;_; using
The algorithm is based on finding an embeddinghe operatofT;_;; for i=3..n. By regarding eackO
of annx(n-1)! mesh in thes,. The mesh in fact has r;_; andT;_;(x)0r; as two mesh nodes connected by
wrap-around connections along the second dimensioa. mesh edge, we already obtainren—1)! mesh. For
The embedding has a dilation of 3. We first deriveinstance,Fig. 5 shows a 43! mesh embedded in
the embedding. anS,. We implement operatof_;; using either one
or three edges as follows. Given a node/vs...
Definition 1. Given any nodes and any two symbols v,_;(i-1), define
x andy, the functionT,(v) is defined as the node
obtained fromv by swapping the symbols andy in ) if i=v,
v. (For instance, irSs, T, 4(51234)=51432.) Ti_1i(V) \gn(gx(gn(v))) if (i=v)0@<x<n-1)
Lemma 2. Consider two(n-1)-substars*"*x and (4)
«"ly  Let v and ¥ be two nodes in"'x such that
v'=gi(v), 2<isn-1. ThenT,,(v) andT,,(V') are two Hence, the embedding incurs a dilation of 3 for edges

nodes in+"y such that T, (V')=gi(Txy(V)). along the first dimension. Edges along the second
dimension have no dilation.
Proof. Letv be labeleda...b.. x, wherea andb are the Next, we derive our algorithm using the mesh.

first andi-th symbols, respectively. Let node be The broadcast is performed in two stageslumn-
labeledb...a..x. We consider the location of symbol exchangeand row-exchange where a column has
yinvin three cases: (}Fa, (2) y=b, and (3) otherwise. mesh nodes and a rowm-{1)! mesh nodes. In the
One can easily verify for each case tiay(v) and column-exchange stage, every setnofodes in the
Tyy(V') are two nodes in"'y connected by an edge same column will exchange their messages. Then, in

along dimension. " the row-exchange stage, each node will propagate

messages (its own message plus k& messages it
Corollary 1. Letvy, vy, ..., V, be a ring in substar received in the previous stage) to other nodes in the
*"Ix. Then Tyey(V1), Txy(Va), ..., Txy(Vp) form a ring  same row. Note that the column-exchange is a broad-
in substars"y. cast in a linear array of lengthwhile the row-exchange

is one in a ring of lengthn¢1)!. The complete algo-
Proof. First, note that ifv; andyv;, 1<i,j<p, are two rithm is derived in 3 steps as follows.
distinct nodes, the, (v;) andT,(v;) must be distinct.
The corollary then follows directly from Lemma 2. Algorithm Nonpersonalized_Broadcd3t

" (1) Along each column, each node sends its mes-
sage, following the embedding, to the next node
To embed amx(n-1)! mesh, we can first con- in the positive direction. A node receiving a
struct a ring of lengthn-1)! in substar"*1. This is message further propagates the message to the
possible because a star graph is Hamiltonian (Nigam next node in the same direction. The propagation
et al, 1990; Tsenget al, 1997). Let’s call this ring is repeatedn—-1 times and is performed in a
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Table 3. The Minimum Value ofty/t,, Such ThatT’>T in Nonpersonalized_Broadcg}t

n 5 6 7 8 9 10 12 14 16 18 20
te/tm> .27 .043 7.610° 9.9x10* 1.2x10* 1.3x10° 1.2x107 8.0x10° 3.8x107? 1.4x10* 4.1x10V
synchronous manner (by synchronousT;a ! E——

that traverses only 1 edge must wait for the s}
others that need to traverse 3 edges to finist
before the next propagation can be started).
(2) Similar to step (1), but the propagation proceeds
in the negative direction.
(3)In each ring;, each node packs themessages
it received in steps (1) and (2) into one packet

ETI

and sends it along the positive direction. All 4T ——01 |

. . ts/tm —&-]
other nodes irj help propagate the packet in o5 | 100 |
the same direction. The propagation is repeate« size of partitioned substar (k)
(n-1)!-1 times in a synchronous manner. Fig. 6. The ETI of Nonpersonalized_Broadcg3tunder various

whentgt,=0.1, 1, and 100.

Steps (1) and (2) implement the column-exchange

stage, while step (3) does the row-exchange. The proof

of correctness is trivial. It is also clear that step (3jNeSsage is sent, the total time required B-B(ts+ty),
is congestion-free. Below, we will further prove wheret,, is the time required to transmit a broadcast

that the communications incurred By , T,5 ..., 'Message along a channel (not including the start-up
To-1n together in steps (1) and (2) are free from conlimets). In step (3), each packet will travel along some
gestion. ri for (n—1)!-1 steps. As a packet consistsromes-

In step (1), in each propagation, the operatoS29es, the total cost isn(_(l)!—l)(ts+ntm). Overall, the
Ti-1; Is equal togngxgn Or gy (recall Eq. (4)). Below, time taken by the algorithm can be calculated as fol-
we refer to these as the first, second (if any), and thirtPWs:

(if any) traversals. We claim that in each traversal,

each node in the network will receive at most one T=((n-1)!+6n-7)ts+(n!+5n-6)tm.

message from other nodesf so, the communication . . _

is congestion-free since a node has at most one message We compare our algorithm against the one given
to be forwarded in the next traversal. At the beginningi Fragopoulou and Akl (1995), where it was suggested
each node has one message to be sent. In the fif§@t a Hamiltonian cycle i, be used, along which the
traversal, each node will send, and simultaneousl{€ssages are propagatelel times (which is similar
receive, one message along dimension So the 10 our step (3)). The cost of Fragopoulou and Akl
above claim holds. In the second traversal, the con{1995) is easily seen to bE=(n!-1)(ts+ty). Again,
munications all proceed from nodes with the formatVe expect the conditiof'>T to hold, which is equiva-
(i-1)+"* to nodes with the format™* for i=2..n. As lentto:

a node with the formé#"™* can not be adjacent to two t 5
. X _ . . s n-5
nodes with the formai{1)+"", each node will receive i, ) —(n-1'—-6n+6
at most one message in this traversal. So the claim
still holds. Finally, in the third traversal, a node may —
only send (and thus receive) one message along dimen- (n-1)!-6
sionn. The claim is clearly true. Step (2) is congestion- 1
free by a proof similar to that above. :O(m)- (5)
2. Performance Analysis and Comparison In Table 3 we calculate the minimum values ©ft,,

such thatT'>T holds for various. As can be seen,

Each of step (1) and step (2) will execute thethis value=0.27 whenn=5 and drops quickly nearly

operationT;-;; n—1 times. Each operation is imple- zero asn increases. As long dgty, is larger than this
mented by at most 3 traversals. As each time onealue, our algorithm performs better. In current tech-
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nologies, the start-up time is typically a large factorAkl, S. G., K. Qiu, and I. Stojmenovic (1993) Fundamental algo-
So our algorithm should have very broad applicability. rithms for the star and pancake interconnection networks with
FinaIIy we estimate the amount of improvement applications to computational geometrietworks 23(4), 215-

over Fragopoulou and Akl (1995). Again, we defineBagherzadeh, N., N. Nassif, and S. Latifi (1993) A routing and

ETI as follows: broadcasting scheme on faulty star graphEEE Trans. on
Comput, 42(11), 1398-1403.
ETI=T=T Chen, T. S., Y. C. Tseng, and J. P. Sheu (1996) Balanced spanning
T trees in complete and incomplete star grapHSEE Trans. on

. . . Paral. and Distrib. Sys 7(7), 717-723.
In Fig. 6, we plotETI againstn when the ratidydtn  pay, K. and A. Tripathi (1994) A comparative study of topological
is large (=100), medium (=1), and small (=0.1). Only properties of hypercubes and star grapfzEE Trans. on Paral.
whenn is very small, will our algorithm result in no and Distrib. Sys 5(1), 31-38.
improvement. In most cases, the amount of improveEragopoquu, P. and S. G. Akl (1995) Optimal communication

. L . algorithms on star graphs using spanning tree constructidns.
ment is significant (approximately 0.8, 0.4, and 0.1 "o ...\ 14 Distrib. Compu 24, 55-71.

whentdty is large, medium, and small, respectively).jovanovic, z and J. Misic (1994) Fault tolerance of the star graph
interconnection network.Inf. Process. Letf.49, 145-150.

V. Conclusions Jwo, J. S., S. Lakshmivarahan, and S. K. Dhall (1990) Embeddings
of cycles and grids in star graphSymp. on Parallel and Distrib.

. L Processing pp. 540-547. Dallas, TX, U.S.A.

In this paper, we have presented efficient a”'to_Latifi, S. (1993) On the fault-diameter of the star grapif. Process.
all personalized and non-personalized broadcast algo- |ett. 46, 143-150.
rithms. These algorithms rely on a node’s capabilityvendia, V. E. and D. Sarkar (1992) Optimal broadcasting on the
of packing several messages together into a packet for star graph.|EEE Trans. on Paral. and Distrib. SyS(4), 389-
delivery. The numbers of messages packed in a packet 396. _ -

. . . a/hsm, J. and Z. Jovanovic (1994) Communication aspects of the
are fairly Small’.bUt the amount of improvement achieve star graph interconnection networkEEE Trans. on Paral. and
over the existing algorithms has been shown to be pistrib. sys, 5(7), 678-687.

significant. Therefore, the results have much practicaligam, M., S. Sahni, and B. Krishnamurthy (1990) Embedding

value. hamiltonians and hypercubes in star interconnection graphs.
Int’'l Conf. on Parallel Processingop. 111-340-111-343. Chicago,
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All-to-All Broadcast in Star Graphs
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