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Abstract—This work examines the task assignment, transmis-
sion scheduling, and trajectory design of image-surveillance UAVs
dispatched to serve on-demand image capture and delivery ser-
vices to ground users, e.g., from drivers seeking images of traffic
jams or security units requesting images of private homes. In each
task, the UAVs are required to capture the image of a specified
surveillance region and deliver the image to the requesting user
before the deadline. The task assignment, transmission schedul-
ing, and trajectory design are jointly determined to maximize the
total surveillance area of the completed tasks. We first examine
the single-UAV problem and propose an alternating optimization
approach that adopts the exact penalty method to promote near-
binary solutions and employ successive convex approximation
to deal with the nonconvex trajectory optimization. Then, we
extend to the multiple-UAV scenario where cross-UAV tasks may
require images to be captured and delivered by different UAVs.
To enable distributed implementation, we introduce auxiliary
deadlines to limit the time available for local tasks and, thus,
decouple the joint optimization problem into multiple single-UAV
problems that can be solved in parallel following the procedure
derived in the previous case. Numerical simulations are provided
to demonstrate the effectiveness of the proposed solutions.

Index Terms—image surveillance UAVs, wireless delivery, tra-
jectory optimization, transmission scheduling, task assignment.

I. INTRODUCTION

The use of unmanned aerial vehicles (UAVs) to capture and
deliver images serves a key role in many different applications,
such as traffic monitoring [1], border patrol [2], structural
inspections [3], agriculture surveillance [4], and search and
rescue [5]. Due to the swift deployment and movement, image
surveillance UAVs can fly quickly to target regions to take
timely aerial images of ground events and provide a first-
person view of the events to the users requesting the service.
The high flexibility and fast response time are difficult to
achieve by fixed camera systems or photographers on the
ground. For example, in traffic monitoring, [1], UAVs can
monitor highways, intersections, or road segments with high
traffic volume and provide real-time information through aerial
images to facilitate traffic management. In border patrol [2],
UAVs can provide coverage over a vast area or geographically
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hazardous regions that are otherwise difficult to access by hu-
man security guards. In these applications, task assignment and
transmission scheduling are essential to efficiently completing
image surveillance tasks but can be challenging due to the
widely spread surveillance areas and requesting users.

The trajectory design and resource allocation of image
surveillance UAVs have been examined in several recent
works, e.g., [5]–[9]. For example, in [5], multiple image
surveillance UAVs were considered for rescue operations. The
UAVs’ trajectories were jointly designed to maximize the
nonredundant data of photographs taken over specific sensing
locations. [6] determined the coverage path of an image
surveillance UAV while considering the speed, acceleration,
and energy of the UAV and the resolution constraint of the
images. [7] determined the UAV trajectory by minimizing the
total travel distance required to complete all image capture
tasks, taking into account the minimum resolution of the
captured images. Moreover, in [8], UAVs were used for
outdoor crowd surveillance in situations such as the COVID-19
pandemic prevention. The images were analyzed to detect and
locate individuals in the intended area. In [9], multi-purpose
UAVs were dispatched to perform image surveillance and relay
communication for ground users simultaneously. The collected
data contained both the ground users’ uplink data and the
images captured by the onboard camera. The objective was to
maximize the sum-log-throughput of the ground users under
both image surveillance and relay communication constraints.
In addition to image surveillance, other modes of sensing by
the UAV, e.g., radio sensing, have also been examined in the
literature. For example, [10] considered the joint optimization
of the UAVs’ trajectories, including speed and direction,
sensing locations, and transmission scheduling, to minimize
the completion time of given tasks. A sense-and-send protocol
was proposed that allowed UAVs to perform data sensing
and data transmission sequentially. The order in which the
tasks are served was assumed to be known a priori, and the
sensory data was sent to a common base station. In [11], a
UAV was used to provide downlink service to ground users
while simultaneously utilizing radio signals to sense ground
targets. The user association, sensing time decision, beam-
forming vector, and UAV’s trajectory were jointly determined
to maximize the users’ downlink rates under constraints on the
targets’ sensing frequencies and beam pattern gains. While the
above works also focused on image surveillance and sensing
applications, they did not take into consideration the timeliness
of the delivery and the heterogeneity of the delivery location.

The existence of heterogeneous deadlines for different tasks
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poses additional challenges to the UAV’s trajectory design
and resource allocation and has also been examined recently
in, e.g., [12]–[16]. In these works, the time available for
completing different tasks may affect the priorities of their
assignments. In [12], UAVs were deployed to perform time-
constrained data collection from the Internet-of-Things (IoT)
devices. The UAV trajectory and resource allocation were
jointly determined by maximizing the number of IoT de-
vices served. By considering a non-orthogonal multiple access
(NOMA) transmission scheme, [13] also aimed to maximize
the number of IoT devices served by optimizing the UAV’s
trajectory, scheduling, and power allocation. In this case, the
NOMA clustering, IoT devices’ deadlines, and the UAV’s
power consumption were further considered in the design.
Moreover, in the context of mobile edge computing, [14]
considered the offloading of computing tasks from IoT devices
to UAVs under deadline constraints. [15] studied the UAV
trajectory optimization in a time-constrained data collection
application where data was gathered at a single base station.
The objective was to minimize the completion time under the
age of information and energy consumption constraints. The
UAV’s velocity was optimized using a successive convex ap-
proximation approach, and the genetic algorithm was adopted
to find the optimal visiting order. [16] considered a similar
problem where the UAV collected data from IoT devices
during their respective time windows and relayed the informa-
tion to a single base station. The UAV trajectory, bandwidth,
and power allocation were jointly determined by maximizing
the number of served IoT devices, considering the UAV’s
capacity limitation and the IoTs’ data amount. In the above
works, UAVs received data from the IoT devices over wireless
links instead of capturing data directly by onboard cameras
or sensors. The constraints in the latter case may be more
stringent, making the task assignment more challenging to do
efficiently. Moreover, the time and communication resources
required to deliver the collected data to the end terminals were
often neglected. The possibility of having multiple delivery
locations for different tasks was also not considered.

Several recent works have also investigated the use of
multiple cooperative UAVs for wireless delivery, e.g., [17]–
[20]. For example, in [17], UAVs were used to form a multi-
hop link between remote IoT devices and a data sink node.
The UAVs’ energy consumption was minimized by jointly
determining their transmission schedules and transmit powers
while ensuring the time constraint of the data delivery task.
Note that the UAVs’ data collection behavior and trajectory
designs were not examined in their work. [18] investigated a
similar problem where the data collected by UAVs were sent
either directly to the base station or passed to other UAVs
at pre-defined meeting points. The transmission schedule was
determined by maximizing the minimum battery level among
all UAVs at the end of the mission. [19] studied the cooperative
transport of data from sensing locations to a base station by
multiple UAVs. Their goal was to minimize the transmission
latency by choosing appropriate meeting times and locations
between UAVs. In [20], UAVs were assigned both individual
and common sensing tasks. In the latter case, information
about the target location was repeatedly sensed and transmitted

to the base station by multiple UAVs. By viewing UAVs as a
virtual antenna array, the task assignment and transmit power
allocation were jointly optimized to yield the minimum total
completion time of all tasks. In these works, the data collection
phase was often neglected so that the trajectories of the UAVs
were either excluded from the optimization or influenced only
by the data delivery phase.

In this work, we consider the joint trajectory design and
resource allocation of multiple UAVs for tasks that involve
both on-demand image capture and wireless delivery to re-
questing users on the ground. The UAVs are given a number
of surveillance tasks for applications, such as traffic monitor-
ing, security surveillance, and search and rescue, where the
delivery times of the images are essential. In each task, UAVs
are required to capture the image of a specified surveillance
region and deliver the image to the requesting user before a
specified deadline. The widespread locations of the capture and
delivery targets and the heterogeneity of the deadlines make
the problem challenging to solve. To solve this problem, we
propose a solution in which the task assignment, transmission
scheduling, and trajectory designs are jointly determined to
maximize the total surveillance area of the completed tasks
subject to constraints on the field-of-view of the camera and
the transmission resources. The problem is solved for both
single-UAV and multiple-UAV scenarios. The main contribu-
tions of this work are summarized as follows:

• We propose using UAVs to serve on-demand image
surveillance tasks where the UAVs capture the required
surveillance regions and then send the image to the
requesting user before specific deadlines. These demands
may appear in many applications, such as traffic mon-
itoring, border patrol, structural inspection, search and
rescue, etc.

• In the single-UAV scenario, we examine the joint design
of the UAV’s trajectory task assignment and transmission
scheduling to maximize the total surveillance area of the
completed tasks. A field-of-view coverage constraint is
adopted to ensure successful image capture of the surveil-
lance region and an information causality constraint is
considered to ensure that the images are captured before
they are delivered to the requesting users.

• We propose an alternating algorithm to solve the re-
sulting mixed-integer nonlinear programming (MINLP)
problem. We relax the binary constraints on the task
assignment and transmission scheduling variables and
adopt techniques from the exact penalty method (EPM) to
promote near-binary solutions. The nonconvex trajectory
optimization problem is then solved by a successive
convex approximation (SCA) approach.

• In the multiple-UAV scenario, we further propose a co-
operative image capture and delivery scheme that allows
an image to be captured by one UAV and delivered to
the requesting user through relaying by another UAV.
The problem is particularly challenging since the local
solutions at different UAVs are now strongly coupled.

• We propose a distributed implementation that utilizes a
set of auxiliary local deadlines to decouple the multiple-
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UAV problem into multiple single-UAV problems that can
be solved in parallel in each iteration.

• Numerical simulations are provided to validate the effi-
cacy of the proposed algorithms. The result shows that
our proposed scheme significantly improves upon base-
line approaches based on the nearest-distance and nearest-
deadline trajectories, the greedy transmission scheduling,
and the Sense-and-Send scheme adapted from [10]. In the
multiple-UAV case, we can further see the advantage of
relaying among UAVs to efficiently cover large network
areas.

It is worthwhile to note that most existing works, e.g.,
[12]–[16], focus only on data collection from IoT devices
to the UAV, considering the UAV or a single remote data
collection point as the final destination. This is also the case
for related works in image surveillance and UAV sensing,
as mentioned in [5]–[11]. Our proposed work considers a
much more challenging scenario where the images captured
at different locations need to be delivered to different users,
instead of a single destination. In this case, the image capture
and data delivery tasks must be appropriately interleaved,
taking into consideration the fact that images must be captured
before they can be delivered. Moreover, by considering image
capture rather than wireless information transfer, the UAVs
must conform to more stringent flight trajectory constraints.
To the best of our knowledge, we are the first to examine
the UAV-enabled image capture and delivery problem with
different destination points. The extension to multiple UAVs
is even more challenging since one must further optimize the
UAVs’ relay decisions as well as the scheduling of relay tasks
that are received from other UAVs.

The remainder of this paper is organized as follows. In Sec-
tion II, we describe the system model and problem formulation
for the single-UAV case. In Section III, we propose a solution
for the joint task assignment, transmission scheduling, and
UAV trajectory design problem. In Section IV, we extend our
proposed scheme to the multiple-UAV case, where relaying
by neighboring UAVs is considered to serve tasks with widely
separated surveillance regions and requesting users. Finally,
we present numerical results in Section V and conclude our
work in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Let us first consider the single-UAV scenario, where an
image surveillance UAV is utilized for on-demand image
capture and delivery services to ground users. The multiple-
UAV scenario will be discussed in Section IV. The objective
is to maximize the total area of completed tasks during each
assignment period of N time slots. A set of M tasks, denoted
by M = {1, . . . ,M}, is received by the UAV prior to the
start of each period. For each task, the UAV must capture
the image of a specified surveillance region (or target area)
on the ground and deliver the image to the requesting user
before the deadline, as illustrated in Fig. 1. The above scenario
may arise in many different scenarios. For example, in vehic-
ular applications, drivers may be requesting images of traffic
conditions ahead or possible collision threats around corners;

Fig. 1: System model

in city patrol, policemen may be requesting images of traffic
accidents or instant crime scenes to enable timely responses;
in security applications, fresh images of private homes or
secure sites may be requested to identify unauthorized entry; in
search-and-rescue missions, the prompt monitoring of disaster
areas may also be required. In these scenarios, timely capture
of images in the order of seconds or minutes is essential to
enable fast and timely responses. The surveillance region of
task m lies within a rectangular area of length Lm and width
Wm, centered at position cm = (cm1, cm2, 0), and the user
requesting the image is at position um = (um1, um2, 0). The
deadline for delivering the image of task m to its requesting
user is Tm (≤ N ).

A. Image Surveillance Model

To accomplish each task, the UAV must first fly to a position
that can capture the surveillance region within its field of
view and then fly toward the requesting user to facilitate the
delivery at a higher transmission rate. Suppose that q[n] ≜
(q1[n], q2[n], q3[n]), for n = 1, . . . , N , is the position of the
UAV at time n, and that ϕh and ϕv are the horizontal and
vertical angles-of-view of the UAV-mounted camera. Then,
the horizontal field-of-view (HFOV) and the vertical field-of-
view (VFOV) can be computed as HFOV[n] = 2q3[n] tan

ϕh

2

and VFOV[n] = 2q3[n] tan
ϕv

2 [21], respectively. Hence, the
rectangular region covered by the UAV in slot n is given
by [q1[n] − q3[n] tan

ϕh

2 , q1[n] + q3[n] tan
ϕh

2 ] × [q2[n] −
q3[n] tan

ϕv

2 , q2[n] + q3[n] tan
ϕv

2 ]. For simplicity, we assume
that the HFOV and VFOV of the camera can always be aligned
to the length and width of the surveillance region.

Let am[n] ∈ {0, 1} be the binary task assignment variable
defined such that am[n] = 1 if the surveillance region of task
m is to be captured in slot n and am[n] = 0, otherwise. The
assignment of task m over N time slots, i.e., {am[n]}Nn=1, is
feasible only if

q1[n] + q3[n] tan
ϕh

2
≥ cm1 +

Lm

2
− (1−am[n])Bbig, (1a)

q1[n]− q3[n] tan
ϕh

2
≤ cm1 −

Lm

2
+ (1−am[n])Bbig, (1b)
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q2[n] + q3[n] tan
ϕv

2
≥ cm2 +

Wm

2
− (1−am[n])Bbig, (1c)

q2[n]− q3[n] tan
ϕv

2
≤ cm2 −

Wm

2
+ (1−am[n])Bbig, (1d)

where Bbig is chosen large enough so that the UAV position
is unconstrained when am[n] = 0. For example, in the
simulations, we choose Bbig equal to the length of the entire
network area. When am[n] = 1, the constraints in (1) ensure
that the surveillance region is covered by the field-of-view
of the UAV-mounted camera in slot n. Moreover, since each
task is served only once, we have

∑Tm

n=1 am[n] ≤ 1, for all
m. In addition, we also impose a constraint on the minimum
resolution of the captured image measured in terms of the
number of pixels per meter (PPM). In particular, for the image
captured in slot n, we define PPM in both the horizontal
and vertical directions as PPMh[n] ≜

Ih
HFOV[n] =

Ih
2 tan

ϕh
2 q3[n]

and PPMv[n] ≜ Iv
VFOV[n] = Iv

2 tan ϕv
2 q3[n]

, where Ih and
Iv are the numbers of pixels in the horizontal and vertical
dimensions of the image sensor [21], [22]. By letting η be
the minimum required image resolution so that am[n]η ≤
min{PPMh[n],PPMv[n]}, we obtain a constraint on the UAV
altitude given by

am[n]q3[n] ≤
1

2η
min

{ Ih

tan ϕh

2

,
Iv

tan ϕv

2

}
, (2)

for all m and n. Each image is downsampled to resolution
η and cropped so that only the area of interest is preserved.
Hence, to complete the task, the number of bits that must be
delivered to the requesting user is LmWmη2b, where b is the
number of bits used to represent each pixel.

B. Communications Model

Following [23] and [24], we adopt the probabilistic line-of-
sight (LoS) channel model to characterize the quality of the
UAV to user links. In particular, we assume that the channel
between the UAV and user m in slot n is LoS with probability

PLoS
m (q[n]) =

1

1 + C1e
−C2

(
180
π sin−1 q3[n]

∥q[n]−um∥−C1

) , (3)

where 180
π sin−1 q3[n]

∥q[n]−um∥ is the elevation angle from user
m to the UAV in slot n, and C1 and C2 are constant
parameters that depend on the environment. In this case,
the transmission rate to user m in slot n, i.e., rm[n],
is bounded by the average achievable rate R̄m(q[n]) =
PLoS
m (q[n])RLoS

m (q[n])+(1−PLoS
m (q[n]))RNLoS

m (q[n]), where
RLoS

m (q[n]) and RNLoS
m (q[n]) are the achievable rates between

the UAV and user m under LoS and non-LoS (NLoS) channels,
respectively. By assuming that the NLoS rate is negligible
compared to the LoS rate, as done in [23] and [24], we can
approximate the constraint as

rm[n] ≤ R̄m(q[n]) ≈ PLoS
m (q[n])RLoS

m (q[n]) (4)

where

RLoS
m (q[n]) = B log2

(
1 +

P

σ2∥q[n]− um∥α

)
. (5)

Here, B is the channel bandwidth, P is the transmit power, α
is the path loss exponent under LoS (e.g., α = 2.5 in [24]),
and σ2 is the receiver noise power1.

Let sm[n] ∈ {0, 1} be the binary transmission scheduling
variable, where sm[n] = 1 if UAV transmits to user m in
slot n and sm[n] = 0, otherwise. We assume that each slot is
scheduled to only one user and, thus,

∑M
m=1 sm[n] ≤ 1, for

all n. To deliver the image to the requesting user before the
deadline Tm, we must ensure that the image data size is less
than the total number of bits transmitted over the scheduled
time slots since the time of image capture, i.e.,

Tm∑
n=n′

am[n]LmWmη2b ≤
Tm∑

n=n′

sm[n]rm[n]τ (6)

for n′ = 1, . . . , Tm, where τ is the time slot duration. Notice
that the left-hand-side (LHS) is equal to LmWmη2b, if n′ that
is less than the image capture time and is 0, otherwise.

C. Problem Formulation

In this work, we aim to jointly determine the UAV trajectory
{q[n]}Nn=1, the task assignment {am[n]}Nn=1, and transmission
scheduling {sm[n]}Nn=1, for all m, that maximize the total
area of the surveillance regions of the completed tasks. This
objective can be viewed as maximizing the sum of weighted
tasks served by the UAV with the weight being chosen as the
area of the target region. In practice, the weight could also be
chosen differently depending on the notion of reward in dif-
ferent applications. The proposed problem can be formulated
as

max
q[n],sm[n],am[n],
rm[n],θm[n],∀m,n

M∑
m=1

Tm∑
n=1

am[n]LmWm (7a)

subject to (1a), (1b), (1c), (1d), (2), (6) (7b)
am[n]∈{0, 1}, sm[n]∈{0, 1}, ∀n,m, (7c)

rm[n]≤
B log2

(
1+ P/σ2

∥q[n]−um∥α

)
1 + C1e−C2(θm[n]−C1)

,∀m,n, (7d)

θm[n] ≤ 180

π
sin−1 q3[n]

∥q[n]−um∥
,∀m,n, (7e)

0 ≤ θm[n] ≤ 90, ∀m,n, (7f)
Tm∑
n=1

am[n] ≤ 1, ∀m, (7g)

M∑
m=1

sm[n] ≤ 1, ∀n, (7h)

∥q[n− 1]− q[n]∥ ≤ vmaxτ, ∀n ≥ 2, (7i)
hmin ≤ q3[n] ≤ hmax, ∀n, (7j)
q[1] = qstart. (7k)

1In practice, the total noise power may incorporate parameters such as
channel bandwidth, noise power spectral density, reference channel power
gain, and SNR gap due to practical coding and modulation. However, we do
not consider these parameters in the system model for ease of exposition.
These parameters will be taken into account when choosing the noise power
in our numerical results section.
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The constraint in (7d) is obtained by substituting (3) and (5)
into (4) and replacing the elevation angle with an auxiliary
variable θm[n]. Furthermore, vmax is the maximum speed,
hmin and hmax are the minimum and maximum altitudes,
and qstart is the start point of the UAV. Here, we assume
that the total time duration over N time slots is much shorter
than the maximum flight endurance of a typical rotary-wing
UAV in the market. Hence, we do not explicitly consider the
UAV’s energy constraint since it would be inactive under the
considered application scenario.

The optimization problem in (7) is a mixed integer nonlinear
programming problem (MINLP) that is hard to solve in gen-
eral. In the following, we propose an alternating optimization
solution using successive convex approximation (SCA) and the
exact penalty method (EPM).

III. JOINT UAV TRAJECTORY, TASK ASSIGNMENT, AND
TRANSMISSION SCHEDULING ALGORITHM FOR THE

SINGLE-UAV SCENARIO

In this section, we propose an efficient solution for the
joint optimization of the UAV trajectory, task assignment,
and transmission scheduling to maximize the total area of
completed tasks. To solve the problem, we first relax the binary
constraints on the assignment and scheduling variables am[n]
and sm[n], for all m and n, and impose a penalty to promote
binary solutions, similar to the exact penalty method (EPM)
in [25]. By doing so, we obtain the relaxed problem below:

max
q[n],sm[n],am[n],
rm[n],θm[n],vm[n],

νm[n],∀m,n

M∑
m=1

Tm∑
n=1

am[n]LmWm

+ λ

[ M∑
m=1

Tm∑
n=1

(2am[n]−1)(2vm[n]−1)

+

M∑
m=1

Tm∑
n=1

(2sm[n]−1)(2νm[n]−1)
]

(8a)

subject to 0 ≤ am[n] ≤ 1, ∀m,n, (8b)
0 ≤ sm[n] ≤ 1, ∀m,n, (8c)
M∑

m=1

Tm∑
n=1

(2vm[n]− 1)2 ≤
M∑

m=1

Tm, (8d)

M∑
m=1

Tm∑
n=1

(2νm[n]− 1)2 ≤
M∑

m=1

Tm, (8e)

(1a)− (1d), (2), (6), (7d)− (7k), (8f)

where vm[n] and νm[n] are auxiliary penalty variables that
are used to force the solutions of am[n] and sm[n] close to 0
or 1. The above formulation is justified by the result in [25,
Lemma 1] which shows that, if 0 ≤ a ≤ 1 and ∥2v−1∥2 ≤ d,
then (2a − 1)T (2v − 1) ≤ d and, if the equality holds, then
a ∈ {0, 1}d, v ∈ {0, 1}d and a = v, where 0 and 1 are d-
dimensional all-zero and all-one vectors, respectively. In the
proposed problem, vm[n] (or, similarly, νm[n]), for all m and
n, are the auxiliary penalty variables that form the vector v, in
which case, the dimension is given by d =

∑M
m=1 Tm. Hence,

by maximizing the penalty term in (8a), the solution for am[n]
and vm[n], for all m and n, can be forced close to 0 or 1.

Notice that the problem in (8) is still nonconvex and, thus,
is difficult to solve optimally in general. To obtain an efficient
solution, we propose an alternating optimization approach
where the task assignment and transmission scheduling, the
UAV trajectory, and the penalty variables are optimized in turn
until convergence. In particular, suppose that q(t)[n], s(t)m [n],
a
(t)
m [n], r(t)m [n], θ(t)m [n], v(t)m [n], and ν

(t)
m [n] are the solutions

obtained at the end of iteration t. Then, the optimization
subproblems in iteration t+ 1 can be described as follows.

A. Subproblem I: Task Assignment & Transmission Scheduling

Given the UAV trajectory q(t)[n], transmission rate r
(t)
m [n],

elevation angle θ
(t)
m [n], and penalty variables v

(t)
m [n] and

ν
(t)
m [n] in iteration t, the optimization of the task assignment

and transmission scheduling variables (i.e., am[n] and sm[n],
∀m,n) can be formulated as

max
sm[n],am[n],

∀m,n

M∑
m=1

Tm∑
n=1

am[n]LmWm

+ λΓ({am[n]}, {sm[n]}, {v(t)m [n]}, {ν(t)m [n]})
(9a)

subject to (1a)-(1d), (2), (6), (7g), (7h), (8b), (8c), (9b)

where

Γ({am[n]}, {sm[n]}, {vm[n]}, {νm[n]})

≜
M∑

m=1

Tm∑
n=1

(2am[n]− 1)(2vm[n]− 1)

+

M∑
m=1

Tm∑
n=1

(2sm[n]− 1)(2νm[n]− 1). (10)

The problem in (9) is a linear programming problem that can
be solved by off-the-shelf solvers such as CVX [26]. The
resulting solution is denoted by ã

(t+1)
m [n] and s

(t+1)
m [n], ∀m,n.

B. Subproblem II: Task Assignment, UAV Trajectory & Rate
Optimization

Given s
(t+1)
m [n], v(t)m [n], and ν

(t)
m [n], the optimization over

the task assignment, UAV trajectory, and transmission rates
can be written as

max
q[n],rm[n],
θm[n],am[n],

∀m,n

M∑
m=1

Tm∑
n=1

am[n]LmWm

+ λΓ({am[n]}, {s(t+1)
m [n]}, {v(t)m [n]}, {ν(t)m [n]})

(11a)
subject to (1a)− (1d), (2), (6), (11b)

(7d), (7e), (7f), (7g), (7i)− (7k), (8b). (11c)

Notice that, even though the task assignment has already been
optimized in Subproblem I, we include it again in Subproblem
II to enable more flexibility in the trajectory design. However,
the above problem is nonconvex due to the constraints in
(2), (7d) and (7e). Hence, to obtain a tractable solution, we
adopt a successive convex approximation (SCA) approach
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where the above constraints are replaced with their convex
approximations, as described in the following.

First, by rewriting the constraints in (2) as

2ηam[n]

min
{

Ih
tan

ϕh
2

, Iv
tan ϕv

2

} ≤ 1

q3[n]
(12)

and by lower-bounding the right-hand-side (RHS) by its first-
order Taylor expansion, we obtain the convex constraint

2ηam[n]

min
{

Ih
tan

ϕh
2

, Iv
tan ϕv

2

} ≤ 1

q
(t)
3 [n]

− q3[n]− q
(t)
3 [n]

(q
(t)
3 [n])2

. (13)

Moreover, by the fact that A
x log2

(
1 + γ

y
α
2

)
is convex with

respect to x and y, for all x > 0, y > 0, A ≥ 0, γ ≥ 0,
and 2 ≤ α ≤ 4 [23, Lemma 1], we can show that the RHS
of the constraint in (7d) is a convex function with respect to
1 + e−C2(θm[n]−C1) and ∥q[n]− um∥2. In this case, the RHS
of (7d) can again be lower-bounded by its first-order Taylor
expansion as

B log2

(
1 + P/σ2

∥q[n]−um∥α

)
1 + C1e−C2(θ

(t)
m [n]−C1)

≥ B
[
Ω

(t)
1,m[n]−Ψ

(t)
1,m[n]

×
(
C1e

−C2(θm[n]−C1) − C1e
−C2(θ

(t)
m [n]−C1)

)
− Λ

(t)
1,m[n]

(
∥q[n]− um∥2 − ∥q(t)[n]− um∥2

)]
(14)

where Ω
(t)
1,m[n] ≜

log2

(
1+

P/σ2

(∥q(t)[n]−um∥2)α/2

)
1+C1e−C2(θ

(t)
m [n]−C1)

,

Ψ
(t)
1,m[n] ≜

log2

(
1+

P/σ2

(∥q(t)[n]−um∥2)α/2

)(
1+C1e−C2(θ

(t)
m [n]−C1)

)2 , and Λ
(t)
1,m[n] ≜

1

1+C1e−C2(θ
(t)
m [n]−C1)

·
(α/2)(P/σ2) log2 e

(∥q(t)[n]−um∥2)(α+2)/2

1+
P/σ2

(∥q(t)[n]−um∥2)α/2

. By replacing the

RHS of the constraint in (7d) by the lower bound in (14), we
obtain an approximate convex constraint

rm[n] ≤B
[
Ω

(t)
1,m[n]−Ψ

(t)
1,m[n]

(
C1e

−C2(θm[n]−C1)

− C1e
−C2(θ

(t)
m [n]−C1)

)
− Λ

(t)
1,m[n]

(
∥q[n]− um∥2

− ∥q(t)[n]− um∥2
)]
. (15)

Moreover, notice that constraint (7e) can be written as

ln
(
sin

θm[n]π

180

)
+ ln(∥q[n]− um∥) ≤ ln q3[n]. (16)

Here, the first and second terms on the LHS of (16) are strictly
concave concerning θm[n]π

180 and ∥q[n] − um∥, respectively.
This is because ln(sinx) is strictly concave, for 0 < x ≤ π

2 ,
and lnx is strictly concave, for x > 0. By replacing the
terms on the LHS of (16) by their respective first-order Taylor
expansions, we obtain an approximate convex constraint

Ω
(t)
2,m[n]+Ψ

(t)
2,m[n]

(θm[n]π

180
− θ

(t)
m [n]π

180

)
+Ω

(t)
3,m[n]

+Ψ
(t)
3,m[n]

(
∥q[n]−um∥−∥q(t)[n]−um∥

)
≤ ln q3[n], (17)

where Ω
(t)
2,m[n] ≜ ln

(
sin

θ(t)
m [n]π
180

)
, Ψ

(t)
2,m[n] ≜ cot

θ(t)
m [n]π
180 ,

Ω
(t)
3,m[n] ≜ ln(∥q(t)[n]− um∥), and Ψ

(t)
3,m[n] ≜ 1

∥q(t)[n]−um∥ .

To this end, by replacing (2), (7d) and (7e) with (13), (15)
and (17), the problem in (11) can be approximated as

max
q[n],rm[n],
θm[n],am[n],

∀m,n

M∑
m=1

Tm∑
n=1

am[n]LmWm

+ λΓ({am[n]}, {s(t+1)
m [n]}, {v(t)m [n]}, {ν(t)m [n]})

(18a)
subject to (1a)− (1d), (6), (7f), (7g), (18b)

(7i)− (7k), (8b), (13), (15), (17). (18c)

The above problem is convex and, thus, can be solved by
standard convex optimization tools. The resulting solution is
denoted by q(t+1)[n], r(t+1)

m [n], θ(t+1)
m [n], and a

(t+1)
m [n].

C. Subproblem III: Penalty Variables Update

Given the solutions of q(t+1)[n], r
(t+1)
m [n], θ

(t+1)
m [n],

a
(t+1)
m [n] and s

(t+1)
m [n] in the previous subproblems, the

penalty variables vm[n] and νm[n] can be updated by solving
the following optimization problem

argmax
vm[n],νm[n],

∀m,n

M∑
m=1

Tm∑
n=1

(
2a(t+1)

m [n]−1
)(
2vm[n]−1

)

+

M∑
m=1

Tm∑
n=1

(
2s(t+1)

m [n]−1
)(
2νm[n]−1

)
(19a)

subject to (8d), (8e). (19b)

Notice that v
(t+1)
m [n] can take on any feasible solution if

a
(t+1)
m [n] = 1

2 for some m and n, and yields the solution

v
(t+1)
m [n] =

√∑M
m=1 Tm(2a(t+1)

m [n]−1)

2

√∑M
m=1

∑Tm
n=1(2a

(t+1)
m [n]−1)2

+ 1
2 , otherwise [25].

Closed-form solutions of ν
(t+1)
m [n] can be obtained similarly

with respect to s
(t+1)
m [n].

The proposed algorithm for jointly optimizing the UAV
trajectory, task assignment, and transmission scheduling is
summarized in Algorithm 1. In our proposed algorithm, the
optimization subproblems in (9), (18), and (19) are solved in
turn until convergence. The penalty parameter λ is initially set
as a small value to give more flexibility to the optimization
but is gradually increased with the number of iterations until
the maximum value λmax is reached. The convergence of the
proposed algorithm can then be ensured for λ = λmax.

THEOREM 1. Given λ = λmax, Algorithm 1 yields a sequence
of objective values in (8a) that converges.

Proof. For convenience, let us define the notations q ≜
{q[n],∀n}, s ≜ {sm[n],∀m,n}, a ≜ {am[n],∀m,n},
θ ≜ {θm[n],∀m,n}, v ≜ {vm[n],∀m,n}, and ν ≜
{νm[n],∀m,n}. With λ = λmax, let J

(t)
I , J

(t)
II , and J

(t)
III

be the resulting values of the objective function in (8a)
after Subproblems I, II, and III, respectively, in iteration t.
Subproblem I updates the task assignment and transmission
scheduling variables by maximizing the objective value in
(8a) (or its reduced form in (9a)). Hence, with the updated
solution ã(t+1) ≜ {ã(t+1)

m [n],∀m,n} and s(t+1), it must hold
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Algorithm 1 Joint Trajectory Design, Transmission Schedul-
ing, and Task Assignment for the Single-UAV Scenario

1: Initialize trajectory q(0)[n], penalty variables v
(0)
m [n] and

ν
(0)
m [n], ∀m,n, and penalty parameters λ(0) > 0, λmax >
0, σ > 1, and I > 1.

2: Set Obj[0] = 0, t = 0.
3: repeat
4: Given q(t)[n], θ

(t)
m [n], r

(t)
m [n], v

(t)
m [n], and ν

(t)
m [n],

solve the problem of task assignment and trans-
mission scheduling in (9) to obtain a

(t+1)
m [n], and

s
(t+1)
m [n], ∀m,n.

5: Given q(t)[n], v
(t)
m [n], ν

(t)
m [n], a

(t+1)
m [n], and

s
(t+1)
m [n], solve the problem of task assignment,

UAV trajectory, and rate optimization in (18) to
obtain q(t+1)[n], a(t+1)

m [n], θ(t+1)
m [n], and r

(t+1)
m [n],

∀m,n.
6: Given a

(t+1)
m [n] and s

(t+1)
m [n], solve the problem

of the penalty variables update in (19) to obtain
v
(t+1)
m [n] and ν

(t+1)
m [n], ∀m,n.

7: Update λ(t+1) ← σλ(t) after every I iterations.
8: Set t← t+ 1.
9: until |Obj[t]−Obj[t−1]|

|Obj[t−1]| < ϵ

10: Return the solution as q∗[n] = q(t)[n], θ∗m[n] = θ
(t)
m [n],

r∗m[n] = r
(t)
m [n], s∗m[n] = s

(t)
m [n], a∗m[n] = a

(t)
m [n],

v∗m[n] = v
(t)
m [n], and ν∗m[n] = ν

(t)
m [n], for all m,n.

that J (t+1)
I ≥ J

(t)
III . Then, in Subproblem II, the constraints (2),

(7d), and (7e) are replaced by their convex approximations in
(13), (15), and (17). Since the RHS of (13) is a lower bound
of the RHS of (12), any solution that is feasible under (13)
must also be feasible under (12). By similar arguments, all
solutions that are feasible under (15) and (17) must also be
feasible under the original constraints in (7d) and (7e). Hence,
the solution of Subproblem II is also a feasible solution of
the original problem in (8). Moreover, since all bounds are
tight at the points q(t) and θ(t), i.e., the solutions obtained
in iteration t, these points must also be feasible under the
convex approximations in (13), (15), and (17). Therefore, we
have J

(t+1)
II ≥ J

(t+1)
I . Finally, Subproblem III further updates

the variables v and ν by maximizing the objective value.
Hence, J

(t+1)
III ≥ J

(t+1)
II . By the above, we can conclude

that J
(t+1)
III ≥ J

(t)
III , which implies that the objective value

is monotonically non-decreasing and, thus, converges.

Complexity Analysis. The optimization problems in (9) and
(18) are convex and can be solved efficiently by the interior
point method supported by several optimization solvers, such
as CVX [26]. In this case, solving Subproblem I in (9)
requires a complexity of O

(
(2NM)3 ln 1

ξ

)
[27], where 2NM

is the number of variables, and ξ > 0 indicates the given
accuracy. Similarly, solving Subproblem II in (18) requires a
complexity of O

(
(3N + 3NM)3 ln 1

ξ

)
. Since Subproblem III

provides closed-form solutions, the computational complexity
is negligible. Therefore, the proposed algorithm necessitates an
overall complexity of O

(
Ĩ1[(2NM)3+(3N +3NM)3] ln 1

ξ

)
,

Fig. 2: Illustrative example comparing the proposed and the
nearest-distance baseline trajectories in the single-UAV case.

where Ĩ1 is the number of iterations required.
Example: An illustrative example is provided in Fig. 2 to

show how the proposed trajectory (represented by the solid
red line) may differ from an intuitive nearest-distance baseline
trajectory (represented by the dashed green line), which selects
the nearest region or user as the next visiting location. We can
see that, by jointly optimizing the trajectory and transmission
schedule, the proposed trajectory may be bent towards the user
receiving the image, instead of moving in a straight line to the
next target. Even though the length of the trajectory is slightly
increased, the communication rate is improved, resulting in
a shorter data transmission time. The proposed optimization
exploits this tradeoff to reduce the task completion time and
increase the total number of tasks that are served. We can also
observe that by neglecting a task that is far away from the main
path covering other tasks, more tasks can eventually be served
before their respective deadlines. Notice that the nearest-
distance baseline instead chooses the nearest task without
regard of the locations and deadlines of future tasks. In this
case, the UAV may choose to serve task 4, preventing it from
serving tasks 6, 7, and 8 before their deadlines. Also, by
assuming that the deadline of user 3 is earlier than that of
user 5, we can also expect the proposed trajectory to bend
toward user 3 after visiting region 5 instead of immediately
delivering the image of region 5 to its user.

IV. EXTENSION TO THE MULTIPLE-UAV SCENARIO WITH
UAV RELAYING

In this section, we extend the proposed framework to
the case with multiple UAVs that cooperatively serve the
on-demand image capture and wireless delivery requests of
ground users that are distributed over a wide network area.
As the network area increases, the distances between the
surveillance regions and the requesting users may become
large and, thus, a single-UAV may not be able to reach
many regions or users by their deadlines. In this case, the
total area of served tasks can be improved significantly by
deploying multiple UAVs to cover surveillance regions in
different areas and by exploiting cooperation among UAVs
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Fig. 3: Illustration of the multiple-UAV scenario where an
image of the surveillance region is captured by one UAV
and delivered to the requesting user through relaying by other
UAVs.

to relay the information to the requesting user. Notice that
cooperation among UAVs is essential since, otherwise, each
UAV may need to fly long distances between surveillance
regions and requesting users to complete their assigned tasks,
which is extremely time-consuming.

Suppose that the total network area is partitioned into mul-
tiple disjoint areas, each served by a different UAV, as shown
in Fig. 3. If all users request images only from the coverage
areas of their respective UAVs, then the trajectory design, task
assignment, and transmission scheduling of different UAVs
can be decoupled and solved separately following the single-
UAV solution provided in the previous section. However, if a
surveillance region and its requesting user fall into different
UAVs’ coverages, we may have one UAV capture the image
and another UAV deliver the information to the requesting
user. Other UAVs may serve as dynamic relays in between.
In this case, we are interested in determining when and where
neighboring UAVs should exchange the message and how the
trajectory should be adjusted to accommodate these demands.
This introduces a strong dependence among the solutions of
different UAVs.

A. System Model and Problem Formulation

Let us consider a system with K UAVs, denoted by the set
K ≜ {1, . . . ,K}. The entire network area is partitioned into
K disjoint areas A(1), . . . ,A(K), each served by a different
UAV. UAV k is responsible for the image capture of task
m if the surveillance region is located within the coverage
area of UAV k (i.e., if cm ∈ A(k)) and is responsible for
the delivery of task m if the requesting user is within its
coverage area (i.e., if um ∈ A(k)). The set of surveillance
images and the set of requesting users covered by UAV k

are denoted by M(k)
I and M(k)

U , respectively. Notice that
M(k)

I ∩ M(k′)
I = ∅ and M(k)

U ∩ M(k′)
U = ∅, for k ̸= k′,

and ∪Kk=1M
(k)
I = ∪Kk=1M

(k)
U = M. Task m is called a

cross-UAV task if the image of its surveillance region must
be captured by one UAV and delivered by another. For each
cross-UAV task, say task m, the relay path from the image

capture to delivery is represented by the ordered set of UAVs
Pm = {km,1, . . . , km,|Pm|}, where km,1 is the UAV that
captures the image and km,|Pm| is the UAV delivering the
message to user m. Notice that a task m ∈M(k)

I ∩M
(k)
U , i.e.,

a task that does not require cooperation among UAVs, can also
be treated as a special case of a cross-UAV task with only a
single UAV on the relay path, i.e., Pm = {k}. We assume that
the relay path can be determined a priori (e.g., by the standard
Dijkstra algorithm [28] or by the temporal routing algorithm
in [29]), but is not discussed here. The UAVs are assigned
orthogonal frequency channels and, thus, can simultaneously
transmit to and receive from other UAVs (or users).

Let q(k)[n] ≜ (q
(k)
1 [n], q

(k)
2 [n], q

(k)
3 [n]) be the position of

UAV k in slot n. For task m ∈ M(k)
I , we can define the

binary task assignment variable a
(k)
m [n] ∈ {0, 1} such that

a
(k)
m [n] = 1, if the surveillance region of task m ∈M(k)

I is to
be captured by UAV k in slot n, and a

(k)
m [n] = 0, otherwise.

Moreover, by extending upon the single-UAV case, we can also
define the binary transmission scheduling variable of UAV k

as s
(k)
m [n] such that s

(k)
m [n] = 1 if the image of task m is

delivered by UAV k in slot n to the next UAV on the relay
path or to the requesting user m (if k is the last UAV on the
relay path). For i < |Pm|, the inter-UAV transmission rate
from UAV km,i to the next UAV on the path (i.e., km,i+1) in
slot n, denoted by r

(km,i)
m [n], must satisfy

r(km,i)
m [n] ≤ B log2

(
1 +

P

σ2∥q(km,i)[n]− q(km,i+1)[n]∥α

)
.

(20)
Here, we consider the LoS channel capacity since we assume
no obstacle exists in the air-to-air channel. Similarly, the
transmission rate r

(km,|Pm|)
m [n] between UAV km,|Pm| and user

m (i.e., the requesting user of task m) in slot n must satisfy
the air-to-ground rate constraints in (4) and (5). Moreover, due
to information causality, the inter-UAV transmission rates for
UAVs on the relay path Pm must also satisfy

Tm∑
n=n′

a(km,1)
m [n]LmWmη2b ≤

Tm∑
n=n′

s(km,1)
m [n]r(km,1)

m [n]τ (21)

and
Tm∑

n=n′

s(km,i−1)
m [n]r(km,i−1)

m [n]τ ≤
Tm∑

n=n′

s(km,i)
m [n]r(km,i)

m [n]τ

(22)
for i = 2, . . . , |Pm| and n′ = 1, . . . , Tm. For UAV km,1, the
task assignment variable a

(km,1)
m [n] and trajectory q(km,1)[n],

for all n, must satisfy the image capture constraints in (1) and
(2).

Given the above constraints, the joint trajectory design,
task assignment, and transmission scheduling problem in the
multiple-UAV case can be formulated as follows:

max
q(k)[n], s(k)

m [n], r(k)
m [n],

θ(k)
m [n], ∀n,m,k,

a(k)
m [n] ∀n,m∈M(k)

I ,k

K∑
k=1

∑
m∈M(k)

I

Tm∑
n=1

a(k)m [n]LmWm (23a)

subject to
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(1a), (1b), (1c), (1d), (2), ∀m ∈M(k)
I and ∀k, (23b)

(7d), (7e), (7f), ∀m ∈M(k)
U and ∀k, (23c)

r(km,i)
m [n]≤B log2

(
1+

P

σ2∥q(km,i)[n]−q(km,i+1)[n]∥α

)
,

∀i < |Pm| and ∀m, (23d)
Tm∑

n=n′

a(km,1)
m [n]LmWmη2b ≤

Tm∑
n=n′

s(km,1)
m [n]r(km,1)

m [n]τ,

∀n′,m, (23e)
Tm∑

n=n′

s(km,i−1)
m [n]r(km,i−1)

m [n]τ≤
Tm∑

n=n′

s(km,i)
m [n]r(km,i)

m [n]τ,

∀i > 1, n′,m, (23f)

a(k)m [n]∈{0, 1}, ∀n,m ∈M(k)
I , k, (23g)

Tm∑
n=1

a(k)m [n] ≤ 1, ∀m ∈M(k)
I , k, (23h)

s(k)m [n]∈{0, 1}, ∀n,m, k, (23i)
M∑

m=1

s(k)m [n] ≤ 1, ∀n, k, (23j)

(7i), (7j), (7k), (23k)

Notice that the multiple-UAV problem described above is
significantly more challenging due to the coupling caused by
the cross-UAV tasks. Instead of devising an optimal centralized
solution, we enable distributed implementation by proposing
a heuristic approach to the problem into multiple single-UAV
problems with the help of auxiliary deadlines and task assign-
ment variables. In this case, the trajectory and transmission
scheduling designs at the different UAVs can be solved in
parallel by leveraging the solutions derived in the previous
section. The auxiliary variables can then be updated iteratively
to improve the effectiveness through collaboration.

B. Proposed Decentralized Solution for the Multiple-UAV
Problem

To decouple the multiple-UAV problem into parallel single-
UAV problems, we first introduce the auxiliary deadlines
tm,1, tm,2, . . ., tm,|Pm| for each cross-UAV task m such that
tm,1 ≤ tm,2 ≤ . . . ≤ tm,|Pm| = Tm. The auxiliary deadline
tm,i represents the time by which the transmission from UAV
km,i to the next UAV on the relay path Pm (i.e., UAV km,i+1)
must be completed. Given that UAV km,i successfully receives
the image from its preceding UAV km,i−1 by the deadline
tm,i−1, we can view tm,i−1 + 1 as the time slot that the
image is effectively “captured” by UAV km,i. In this case,
we can define the task assignment variable for UAV km,i, for
i > 1, such that a(km,i)

m [tm,i−1+1] = 1, if UAV km,i chooses
to serve task m, and a

(km,i)
m [tm,i−1 + 1] = 0, otherwise.

Since it is not necessary to consider any other capture time
for an intermediate UAV km,i, where i > 1, we shall omit
the time index of the assignment variable for intermediate
UAVs, i.e., let a

(km,i)
m ≜ a

(km,i)
m [tm,i−1 + 1], for all i > 1.

Notice that a task can be assigned to an intermediate UAV
only if all UAVs preceding it can successfully receive the

image and pass it on to the next UAV. This is denoted by
the indicator µ

(km,i)
m ∈ {0, 1}, defined such that µ(km,i)

m = 1

if LmWmη2b ≤
∑tm,i′

n=tm,i′−1+1 s
(km,i′ )
m [n]r

(km,i′ )
m [n]τ , for all

i′ < i, and µ
(km,i)
m = 0, otherwise. Then, given the auxiliary

deadlines tm,1, tm,2, . . ., tm,|Pm| and by assuming that we can
obtain the trajectories of neighboring UAVs and the indicator
values µ

(km,i)
m , for all m and i, the local trajectory design,

task assignment, and transmission scheduling of UAV k can
be determined by solving the following single-UAV problem:

max
q(k)[n], s(k)

m [n], r(k)
m [n],

θ(k)
m [n], ∀m,n,

a(k)
m [n],∀m∈M(k)

I ,∀n,
a(k)
m ,∀m/∈M(k)

I

∑
m∈M(k)

I

tm,1∑
n=1

a(k)m [n]LmWm

+
∑

m/∈M(k)
I

a(k)m µ(k)
m LmWm (24a)

subject to

(1a), (1b), (1c), (1d), (2), ∀m ∈M(k)
I , (24b)

(7d), (7e), (7f), ∀m ∈M(k)
U , (24c)

r(k)m [n]≤B log2

(
1 +

P

σ2∥q(km,i)[n]− q(km,i+1)[n]∥α

)
,

∀m such that k = km,i for some i < |Pm|, (24d)
tm,1∑
n=n′

a(k)m [n]LmWmη2b ≤
tm,1∑
n=n′

s(k)m [n]r(k)m [n]τ,

∀m ∈M(k)
I , (24e)

a(k)m µ(k)
m LmWmη2b ≤

tm,i∑
n=tm,i−1+1

s(k)m [n]r(k)m [n]τ,

∀m /∈M(k)
I such that k = km,i for some i > 1, (24f)

tm,1∑
n=1

a(k)m [n] ≤ 1, ∀m ∈M(k)
I , (24g)

a(k)m ∈ {0, 1}, ∀m /∈M(k)
I , (24h)

(7i), (7j), (7k), (23g), (23i), (23j). (24i)

In the above problem for UAV k, we assumed that the auxiliary
deadlines tm,1, tm,2, . . ., tm,|Pm| for all tasks are given a
priori and the trajectories of neighboring UAVs are known
and fixed. However, the choice of the auxiliary deadlines may
impact the successful delivery of the images over the relay
path and the trajectories of neighboring UAVs may not remain
fixed if they are updated in parallel. Hence, we propose an
iterative procedure below that gradually updates the deadlines
and trajectories until no further increase can be observed in
the objective function.

Specifically, let {q(k)[c−1][n]}Nn=1 be the trajectory of UAV
k obtained at the end of iteration c− 1 and {s(k)[c−1]

m [n]}Nn=1

be the corresponding transmission scheduling solution. In
iteration c, UAV k updates its local trajectory, task assign-
ment, and transmission scheduling based on knowledge of
{q(k′)[c−1][n]}Nn=1 and {s(k

′)[c−1]
m [n]}Nn=1 for all k′ that is

a neighboring UAV of UAV k. In this case, UAV k should
schedule transmissions to UAV k′ only during time slots
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for which its trajectory is close to that of UAV k′ (or
should adjust its trajectory to do so). In addition, UAV k
should not deviate significantly from its previous trajectory
q(k)[c−1][n] during time slots for which it may be receiving
data from an upstream UAV since its upstream UAV will
not be aware of these changes until the next iteration. In
particular, by letting N (k)[c−1] ≜ {n : s

(k′)[c−1]
m [n] >

0, for k′ that precedes k in Pm for some m} be the set of
time slots in which UAV k is receiving information from
its upstream neighbors in iteration c − 1, we regularize the
update of UAV k’s trajectory by imposing the penalty term
λq

∑
n∈N (k)[c−1] ∥q(k)[n]− q(k)[c−1][n]∥2. Then, by choosing

t
[c]
m,1, t

[c]
m,2, . . ., t

[c]
m,|Pm| to be the auxiliary deadlines of

iteration c, the single-UAV problem at UAV k in iteration c
can be formulated as follows:

max
q(k)[n], s(k)

m [n], r(k)
m [n],

θ(k)
m [n], ∀m,n,

a(k)
m [n],∀m∈M(k)

I ,∀n,
a(k)
m ,∀m/∈M(k)

I

∑
m∈M(k)

I

t
[c]
m,1∑
n=1

a(k)m [n]LmWm

+
∑

m/∈M(k)
I

a(k)m µ(k)[c]
m LmWm

− λq

∑
n∈N (k)[c−1]

∥q(k)[n]− q(k)[c−1][n]∥2

(25a)
subject to

(1a), (1b), (1c), (1d), (2), ∀m ∈M(k)
I , (25b)

(7d), (7e), (7f), ∀m ∈M(k)
U , (25c)

r(k)m [n]≤B log2

(
1+

P

σ2∥q(km,i)[n]−q(km,i+1)[c−1][n]∥α

)
,

∀m such that k = km,i for some i < |Pm|, (25d)
(7i), (7j), (7k), (23g), (23i), (23j), (25e)
(24e), (24f), (24g), (24h)

with t
[c]
m,1, t[c]m,2, . . ., t[c]m,|Pm|, µ

(k)[c]
m , ∀m. (25f)

Notice that, in (25d), we have replaced the trajectory
of neighboring UAVs with that obtained in the previous
iteration. Moreover, instead of adopting the binary indicator
µ
(k)
m ∈ {0, 1}, we utilized a soft indicator µ

(k)[c]
m that is

chosen as the fraction of the image that UAV k has received
from its upstream UAV based on the solution obtained in the
previous iteration. That is, for k = km,i, we set µ

(k)[c]
m ≜

min
{∑t

[c−1]
m,i−1

n=t
[c−1]
m,i−2+1

s
(km,i−1)[c−1]
m [n]r

(km,i−1)[c−1]
m [n]τ

/(LmWmη2b), 1
}

. By doing so, UAV k will be more
likely to allocate resources to the relaying of task m’s image
if the image is more successfully received by UAV k from
its upstream UAV, and vice versa. In each iteration, the
single-UAV problem is solved following the procedures in
Section III.

Furthermore, notice that the above problem is solved for a
given set of auxiliary deadlines t[c]m,1, t[c]m,2, . . ., t[c]m,|Pm|, for all
m. However, the choice of the auxiliary deadlines will affect
whether or not all UAVs on the relay path can complete their
local relay tasks (i.e., successfully transmitting the received

Fig. 4: An example of adjusting time allocation to UAVs over
iterations.

image to the next UAV in time). Therefore, it is necessary to
gradually adjust the auxiliary variables to maximize the chance
that all UAVs on the relay path are able to complete their local
relay tasks. To do so, we propose a heuristic approach based on
the evaluation of the completion ratio µ

(k)[c]
m in each iteration.

In particular, if the completion ratio is µ
(km,i+1)[c]
m = 1 for

UAV km,i+1 on the relay path of task m, we can infer that
UAV km,i was given sufficient resources to relay the image
to UAV km,i+1 during the time frame t

[c−1]
m,i−1 to t

[c−1]
m,i given

in the previous iteration. In this case, the duration previously
given to UAV km,i for the relaying of task m’s image, i.e.,
t
[c−1]
m,i−1 to t

[c−1]
m,i , can be reduced to leave more time for other

UAVs on the relay path to complete their local relay tasks.
On the other hand, if µ

(km,i+1)[c]
m < 1, then the duration

should be increased instead. Task m is said to be incomplete
after iteration c if

∑
i∈Pm

µ
(km,i)[c]
m /|Pm| < 1, i.e., if it is

not completed by all UAVs on the relay path. To enable
distributed implementation, we allow all UAVs to update their
local deadlines simultaneously based on their respective local
completion ratios. That is, for UAV km,i, we let

t
[c]
m,i ←

{
t
[c−1]
m,i − δ(t

[c−1]
m,i − t

[c−1]
m,i−1), if µ(km,i+1)[c]

m = 1,

t
[c−1]
m,i + δ(t

[c−1]
m,i+1 − t

[c−1]
m,i ), if µ(km,i+1)[c]

m < 1,
(26)

where δ < 1 represents the percentage of the time duration
adjusted in each update. In our experiments, we update the
deadlines once every I ′ iterations to avoid rapid fluctuation.
For example, in Fig. 4, we consider the case where the
image delivery of task m is complete at UAV km,i−1, i.e.,
µ
km,i[c−1]
m = 1, but is incomplete at UAVs km,i and km,i+1,

e.g., µkm,i+1[c−1]
m < 1 and µ

km,i+2[c−1]
m < 1, in iteration c− 1.

In this case, we reduce the time frame of task m at UAV
km,i−1 and extend that at UAV km,i, giving more time for
UAV km,i to complete task m in iteration c. Note that a UAV
may not be able to achieve a completion ratio of 1 either
due to limitations of the transmission time frame or because
upstream UAVs were not able to fully acquire the image (i.e.,
the completion ratios of upstream UAVs were already less than
1).

Finally, we further remove a task from the set M every
I ′′(> I ′) iterations if it is not able to be completed by all
UAVs on the path. By doing so, transmission resources at
certain UAVs can be released and reassigned to other tasks.
In particular, for every I ′′ iterations, we remove the task m′

that yields the minimum average completion ratio over all
UAVs on its path, i.e., m′ = argminm

∑
i∈Pm

µ
(km,i)[c]
m /|Pm|.

The above process is repeated until no incomplete tasks
remain. The proposed solution for the multiple-UAV case
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Algorithm 2 Distributed Joint Trajectory Design, Transmis-
sion Scheduling, and Task Assignment for the Multiple-UAV
Scenario

1: Initialize trajectories, q(k)[0][n], auxiliary deadlines t
[0]
m,i,

completion ratios µ
(km,i)[0]
m , ∀k,m, and I ′ ≥ 1.

2: Set c = 1.
3: repeat
4: Given t

[c−1]
m,i ,q(k)[c−1][n], and µ

(km,i)[c−1]
m , for all

k,m, solve the single-UAV problem of UAV k in
(25) for all k to obtain q(k)[c][n], s(km,i)[c]

m [n], and
a
(km,i)[c]
m [n], ∀k, n,m.

5: Update µ
(km,i)[c]
m ← min

{∑t
[c]
m,i−1

n=t
[c]
m,i−2+1

s
(km,i−1)[c]
m [n]r

(km,i−1)[c]
m [n]τ/(LmWmη2b), 1

}
.

6: Update the set of incomplete tasks as M̂[c] ← {m :∑
i∈Pm

µ
(km,i)[c]
m /|Pm| < 1}.

7: For every I ′ iterations, update the deadlines t
[c]
m,i by

(26), ∀k and ∀m ∈ M̂[c].
8: For every I ′′(> I ′) iterations, update the set

of remaining tasks M ← M \ {m′}, where
m′ = argminm∈M̂[c]

∑
i∈Pm

µ
(km,i)[c]
m /|Pm|.

9: Update N (k)[c] ← {n : s
(k′)[c]
m [n] >

0, for k′ that precedes k in Pm for some m},∀k.
10: Set c− 1← c.
11: until {m′} = ∅

is summarized in Algorithm 2. It is worthwhile to note
that, in the proposed solution, the local single-UAV prob-
lem at UAV k can be solved with only knowledge of
the trajectory {q(k′)[c−1][n]}Nn=1, transmission scheduling
{s(k′)[c−1][n]}Nn=1, and auxiliary deadlines of its neighboring
UAVs, e.g., UAV k′, in each iteration. The complexity of
Algorithm 2 is determined by the complexity of the single-
UAV algorithm in Section III since single-UAV problems are
solved in parallel in each iteration.

Example: To demonstrate the advantage of cooperation in
the multiple-UAV case, we provide an illustrative example
with two UAVs each covering a different area as shown in
Fig. 5. For cross-UAV tasks (e.g., tasks 1 and 8), the collected
images are exchanged with other UAVs when they arrive
close to each other. Once images are successfully exchanged,
their delivery can be treated as regular local tasks and can
be scheduled accordingly. For example, suppose that UAV 1
must deliver region 1’s image to its user on the other side,
and assume that the two UAVs are 300 meters apart when
exchanging data and that the image size is 20 Mbits. Following
the inter-UAV transmission rate defined in (20) and the channel
parameters in Section V, it can be computed that UAV 1 needs
13 time slots to complete data transmission to UAV 2 when the
transmit SNR is 65 dB. The image data can then be delivered
along the main path of UAV 2 without requiring a significant
detour by the UAV. To serve task 1 without cooperation, UAV
1 must fly toward user 1 and back while delivering the image
data directly to the user along the way. Under the considered
set of parameters, this may occupy 174 time slots due to the

Fig. 5: Illustrative example of image delivery using multiple
UAVs working in cooperation.

increased flight time and the reduced probability of LoS caused
by a smaller elevation angle between the user and the UAV.
The inter-UAV transmission time can be considerably reduced
to only 4 time slots when the transmit SNR is increased to
80 dB and, thus, cooperation opportunities are expected to
increase as the SNR increases.

V. NUMERICAL RESULTS

In this section, we present numerical simulations to demon-
strate the effectiveness of our proposed solution. The results
are presented separately for the single-UAV and the multiple-
UAV scenarios in the following subsections.

A. Results for the Single-UAV Case

In the single-UAV scenario, we assume the surveillance
regions and requesting users are randomly deployed according
to a uniform distribution in a [0, 1500]× [0, 1500] m2 region.
The start point of the UAV, i.e., qstart, is uniformly distributed
within the region. The number of tasks is M = 20, the number
of time slots is N = 400, and the time slot duration is τ = 0.5
s. The width Wm and the length Lm are uniformly distributed
in the intervals [100, 150] and [Wm, 1.5Wm], respectively. The
deadline Tm is also chosen randomly with equal probability
between 220 and 400 (i.e., N ). Unless mentioned otherwise,
the UAV’s maximum flight speed, minimum height, maximum
height, and transmit power are set as vmax = 20 m/s, hmin =
100 meter, hmax = 250 meter, and P = 32 dBm, respectively.
Following [23] and [24], we configure the communication
channel with bandwidth B = 2 MHz, C1 = 12, C2 = 0.11,
α = 2.5, and total noise power σ2 = −43 dBm. The value
of σ2 is obtained by incorporating a noise power spectral
density N0 = −174 dBm/Hz along with the channel power
gain β0 = −60 dB at reference distance d0 = 1 m and a
signal-to-noise ratio (SNR) gap λ = 8.2 dB that accounts
for the loss due to practical coding and modulation [23]. The
camera specifications are chosen according to [30], where the
horizontal and vertical angles of view are ϕh = 73.7 and
ϕv = 53.1 degrees, respectively, and the numbers of pixels in
the corresponding dimensions are Ih = 8192 and Iv = 5460,
respectively. The minimum required pixel density is η = 25
[31]. Furthermore, by encoding each pixel using 24 bits and
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adopting a compression ratio of ρ = 0.1, the number of
information bits per pixel is given by b = 24ρ = 2.4 bits.

We implement five baseline schemes for performance com-
parison, namely, the proposed trajectory with greedy schedul-
ing (Proposed Traj.+Greedy Sched.), the nearest-distance tra-
jectory with proposed scheduling (ND Traj.+Proposed Sched.),
the nearest-distance trajectory with greedy scheduling (ND
Traj.+Greedy Sched.), the nearest-deadline trajectory with
proposed scheduling (NL Traj.+Proposed Sched.), and the
Sense-and-Send scheme [10]. Recall that the UAV’s operation
involves two actions: image capture and image delivery. The
nearest-distance trajectory scheme determines the next action
by comparing the distances from the UAV to the uncaptured
regions and the requesting users of captured images. If the
UAV is closer to an uncaptured region, it will fly to the
nearest location that is able to capture the image. If the UAV
is closer to a requesting user of a captured image, it will
fly toward the user while transmitting data along the way.
Once the image delivery is complete, the UAV will stop and
seek the next action. The nearest-deadline trajectory scheme,
on the other hand, chooses the next action to be either the
image capture or image delivery of the task with the closest
deadline. To limit the travel distance to the next action, we
restrict the initial distance of the next action to be at most
250 meters from the current position of the UAV. The greedy
scheduling allocates each time slot to the required delivery
with the largest transmission rate. Moreover, we also adapt
the Sense-and-Send protocol proposed in [10] to the problem
at hand. Here, the UAV performs tasks sequentially in an
order given by the nearest-distance policy. After the region
of task m is captured, the UAV moves to the region of the
next task (i.e., the nearest task) if it is able to complete the
data transmission to user m on the way. Otherwise, the UAV
flies in the direction of the gradient

(
∂Rm[n]
∂q1[n]

, ∂Rm[n]
∂q2[n]

, ∂Rm[n]
∂q3[n]

)
to enhance the transmission rate. In this case, the UAV turns
to the direction of the next region once the data transmission
to user m is complete. Note that the sensing locations are set
as the nearest locations for which the UAV’s camera field-of-
view can entirely cover the target regions. The speed of the
UAV is fixed to vmax in all baseline schemes. Notice that
flying at maximum speed vmax may be considered the best
greedy approach that favors the next selected task. The nearest-
distance trajectory is also employed as the initial solution for
our proposed scheme. The simulation results shown in this
section are averaged over 200 network realizations.

In Fig. 6, we show the total area of completed tasks with
respect to the UAV’s transmit SNR P/σ2. We can see that the
total area of completed tasks increases with the transmit SNR
in all cases and that the proposed trajectory and transmission
scheduling schemes outperform all baseline schemes. This is
expected since the ND and NL trajectories are not capable
of considering the impact of recent trajectory decisions on
future assignments and schedules. The ND trajectory may
capture more images but may not be able to deliver them
in time, whereas the NL trajectory may serve more tasks in
a timely manner but may travel longer distances to do so.
Moreover, the proposed transmission scheduling scheme is
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Fig. 6: Total area of completed tasks versus the transmit SNR.
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Fig. 7: Total area of completed tasks versus the number of
tasks.

able to schedule image deliveries in accordance with the users’
deadlines, which is not considered in the greedy scheduling
policy. On the other hand, the Sense-and-Send scheme adopts
a sequential task-serving policy, which may overlook the
potential of capturing nearby regions first before delivering
data from a previous task. Once the delivery of the most
recent task is complete, the UAV turns to capture the next
region without further utilizing the communication channel.
This results in an inefficient use of communication resources.

In Fig. 7, we show the total area of completed tasks with
respect to the number of tasks M . The proposed scheme again
achieves a better performance than all baseline schemes. As
M increases, the UAV will have more tasks to select from,
and the distance between surveillance regions and requesting
users will also be reduced. In this case, more tasks can be
served if the image capture and image delivery actions are
scheduled appropriately as done by the proposed scheme. The
ND/NL trajectory and greedy scheduling schemes, however,
are not able to allocate optimally the time and communication
resources to complete both capture and delivery actions of

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2024.3397951

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: National Tsing Hua Univ.. Downloaded on June 17,2024 at 16:21:06 UTC from IEEE Xplore.  Restrictions apply. 



13

100 160 220 280 340 400

1.2

1.4

1.6

1.8

2

2.2

10
5

Fig. 8: Total area of completed tasks versus the minimum
deadline.

selected tasks. That is, the UAV may sometimes spend more
time capturing images, but not enough time delivering the im-
ages to the requesting users before their deadlines. Conversely,
the Sense-and-Send [10] scheme serves tasks one-by-one (i.e.,
each region must be captured and delivered before moving
on to the next task). Hence, it may ignore the possibility of
capturing multiple images in the vicinity of each other before
starting to deliver data to their respective users.

In Fig. 8, we examine the performance with respect to
the minimum deadline Tmin, which represents the smallest
deadline possible for all tasks. Given Tmin, each task is
assigned a deadline that is chosen randomly according to
a uniform distribution between Tmin and N . A larger Tmin

results in longer task deadlines. We can see that the total
area of completed tasks increases with Tmin in all cases
since the UAV is given more time to complete the tasks. The
improvement is observed in all cases, but the rate of increase is
slower for the baseline that uses neither the proposed trajectory
nor the proposed scheduling, i.e., the ND Traj.+Greedy Sched.
and the Sense-and-Send [10] scheme.

In Fig. 9, we show a realization of the surveillance regions,
requesting users, and the resulting UAV trajectory of the
proposed scheme. The UAV captures images of surveillance
regions at locations where the field-of-views of the camera can
entirely cover the targets, and the captured images can satisfy
the resolution requirement. When the UAV is traveling from
one surveillance region to another, it tends to fly at a higher
altitude to increase the probability of experiencing LoS links
so that wireless delivery to ground users can be done more
efficiently. Moreover, we can see that, under strict deadline
constraints, the UAV tends to traverse areas with more or larger
surveillance regions. Regions that are far away from the main
path are often neglected.

B. Results for the Multiple-UAV case

In the multiple-UAV scenario, we assume that K = 6
UAVs are dispatched to cover a [0, 4500]× [0, 3000] m2 area.
The surveillance regions and requesting users are uniformly

Fig. 9: Example of the surveillance regions, requesting users
(with deadlines noted in brackets), and the resulting UAV
trajectory of the proposed scheme.

distributed within this area. The entire network area is divided
equally into 6 disjoint coverage areas A1, A2, . . ., A6, each
with 1500 × 1500 m2. The start points of the UAVs are
randomly placed in their respective coverage areas, and the
number of tasks is M = 40. All other parameters are set
as in the single-UAV case. We compare the proposed scheme
with five baseline schemes in the multiple UAV case, including
the Proposed Traj.+Greedy Sched. and the ND Traj.+Proposed
Sched. schemes (similar to those in the single-UAV case) and
three other schemes that do not utilize relaying between UAVs.
Similar to the single-UAV case, ND Traj. determines the
next action by comparing the distances from the UAV to the
uncaptured regions and requesting users. Here, the requesting
users may also be neighboring UAVs on the relay path.
Greedy Sched. again allocates each time slot to the requesting
user or neighboring UAV with the largest transmission rate.
Since both schemes require knowledge of neighboring UAVs’
locations, we also adopt an iterative procedure where the
decisions in each iteration are made based on the neighboring
UAVs’ locations in the previous iteration. In the non-relaying
schemes, we assume that each UAV is responsible for both
capturing and delivering the images of its assigned tasks with-
out relaying by other UAVs. In this case, the task assignment,
trajectory design, and transmission scheduling can be viewed
as single-UAV problems and, thus, can be solved separately by
each UAV. The two non-relaying schemes, labeled “No-Relay
(Region)” and “No-Relay (User)” in the figures, assign tasks
to UAVs based on the locations of the surveillance regions
and requesting users, respectively. That is, in the No-Relay
(Region) scheme, UAV k serves only tasks in the set M(k)

I

whereas, in the No-Relay (User) scheme, UAV k serves only
tasks in the set M(k)

U . The No-Relay (Sense-and-Send [10])
scheme considers a sequence of tasks that is the same as that
of the No-Relay (Region) scheme, and the UAVs then serve
their tasks following the Sense-and-Send [10] strategy adopted
in the single-UAV case. The simulation results shown in this
section are averaged over 60 network realizations.

In Fig. 10, we show the total area of completed tasks with
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Fig. 10: Total area of completed tasks versus the transmit SNR
in the multiple-UAV case.

respect to the UAVs’ transmit SNR in the multiple-UAV case.
We can see that the total area increases with the transmit SNR
in all cases. While the proposed scheme performs the best at
all SNRs, all relaying schemes are able to outperform non-
relaying schemes due to the improved effectiveness of cross-
UAV tasks through cooperation. By relaying images through
other UAVs, each UAV need not fly far from its coverage area
and, thus, can save time to serve more tasks. In contrast, UAVs
in the non-relaying schemes may spend much time moving
from surveillance regions to their requesting users, which can
potentially be far away. Specifically, in the No-Relay (Region),
UAVs only capture images of surveillance regions within their
respective coverage areas but may need to travel outside their
respective areas for delivery to the requesting users. The need
to travel over long distances for data delivery may occur even
more frequently in the No-Relay (Sense-and-Send [10]) due
to its one-by-one task-serving strategy. In the No-Relay (User)
scheme, UAVs may instead fly outside of their respective
coverage areas to capture images but then must fly back to
their respective areas for delivery. In all non-relaying schemes,
UAVs may quickly run out of time serving tasks that require
long travel distances and, thus, may be unable to complete
many tasks before their deadlines. We can also observe that the
advantage of relaying increases with the transmit SNR since
inter-UAV transmissions can be completed more efficiently in
this case, requiring less overhead for cooperation. Other than
the proposed scheme, we can see that Greedy Sched. performs
well at low SNR since obtaining a high transmission rate is
critical for task completion in this case. ND Traj. performs
well at high SNR since the UAV now has sufficient power
to reach the requesting user or the relaying UAV, and, thus,
choosing the nearest task reduces the travel time and allows
more tasks to be completed.

In Fig. 11, we examine the performance with respect to the
number of tasks M in the multiple-UAV case. In all cases,
the total area of completed tasks increases with M . This is
because, as the number of tasks increases, UAVs have more
opportunity to complete tasks along their main path while
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Fig. 11: Total area of completed tasks versus the number of
tasks in the multiple-UAV case.

Fig. 12: Example of surveillance regions, requesting users, and
the resulting UAV trajectories of the proposed scheme in the
multiple-UAV case. Markers on the trajectories are provided
to indicate when the UAV is transmitting directly to users of
local tasks and when it is transmitting to a neighboring UAV.

simultaneously having more flexibility to perform task selec-
tion, similar to the single-UAV case. The proposed scheme
is capable of optimally allocating time and communication
resources to serve as many tasks as possible. The completion
ratio (i.e., µ(k)

m ) provides a useful guideline for adjusting the
time needed by UAVs on the relay path to complete their
local tasks. Moreover, by employing the completion ratio in
the transmission causality constraint in (24f), cross-UAV tasks
with low completion ratio will not be chosen by intermediate
UAVs, which then can reallocate resources to other tasks.
The non-relaying schemes are again worse than the relaying
schemes since the challenge of completing tasks over long
distances remains.

In Fig. 12, we show a realization of surveillance regions,
requesting users, and the resulting UAV trajectories of the
proposed scheme in the multiple-UAV case. In the multiple-
UAV scenario, UAVs must design their trajectories, taking
into account the need to capture images, receive images from
neighboring UAVs, and send images to requesting users or
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Fig. 13: Total image data (including that of local and cross-
UAV tasks) that is delivered to the requesting users in the
proposed scheme with respect to the transmit SNR.

neighboring UAVs. The intermediate UAVs may fly toward
neighboring UAVs to enhance the UAV-to-UAV transmission
rate while exchanging data for cross-UAV tasks. Once the last
UAV on the relay path has received the data, it may also fly
close to the requesting user to improve the data transmission
rate. Notice that markers on the trajectories are provided to
indicate when the UAV is transmitting directly to users of local
tasks and when it is transmitting to a neighboring UAV. The
illustration shows that the UAVs send data to users/neighboring
UAVs at locations where they are close to the targets.

In Fig. 13, we show the average total image data that is
eventually delivered to the requesting users with respect to the
UAVs’ transmit SNR. The total data is split into that of local
tasks and that of cross-UAV tasks. The data corresponding to
local tasks refers to data delivered by the UAV that captured
the image, and that corresponding to cross-UAV tasks refers
to data delivered through other UAVs. We can see that,
at low SNR, UAVs tend to deliver less data through other
UAVs since the inter-UAV transmission is less efficient in
this case. However, as the transmit SNR increases, the inter-
UAV transmission rates quickly improve, resulting in a rapid
increase of the total data corresponding to cross-UAV tasks.
The total data corresponding to local tasks increases much
slower since the improvement in SNR is still insufficient to
enable efficient transmission directly to a remote user without
relaying.

VI. CONCLUSION

This work proposed a joint task assignment, transmission
scheduling, and trajectory design for image surveillance UAVs
to efficiently serve on-demand image capture and delivery
services. We examined both single-UAV and multiple-UAV
scenarios. The proposed designs were devised by maximizing
the total area of completed tasks subject to constraints on im-
age capture, image delivery, and deadlines. In the single-UAV
case, we proposed an alternating optimization approach where
the task assignment, transmission scheduling, and trajectory
design were optimized in turn until convergence. We adopted

EPM to promote near-binary solutions for the relaxed variables
and SCA to deal with nonconvex trajectory optimization.
Then, we extended our proposed scheme to the multiple-
UAV scenario where cross-UAV tasks may require images
to be captured and delivered by different UAVs. To enable
distributed implementation, we utilized auxiliary deadlines to
decouple the joint optimization problem into multiple single-
UAV problems that can be solved in parallel. Numerical
simulations showed significant improvements over baseline
approaches based on ND/NL and greedy schemes and also
demonstrated the benefit of relaying in the multiple-UAV
scenario.
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