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Abstract—This work proposes power-efficient trajectory
adjustment and temporal routing algorithms for a network of
fixed-wing unmanned aerial vehicles (UAV) deployed to gather
data from underlying sensors in the field. To stay afloat, each
UAV follows a circular trajectory above its responsible service
area with a radius that can be adjusted to reduce its propulsion
energy consumption. The data gathered by the UAVs are sent
to the data-gathering node using multihop transmissions over
other circulating UAVs. First, given the multihop transmission
paths from all UAVs to the data-gathering node, power-efficient
flight-radius adjustment strategies are proposed based on the
total power minimization and lifetime maximization criteria while
maintaining connectivity over the multihop paths. Then, by estab-
lishing the relationship between routing in UAV networks and
that in general temporal graphs, we propose a power-efficient
(PE) temporal path algorithm based on the minimization of the
total pair-wise flight power consumption among consecutive UAVs
on the path. Finally, we propose an iterative procedure to refine
the initial phases of the UAVs’ circular trajectories to further
improve the power efficiency. Computer simulations are provided
to demonstrate the effectiveness of the proposed schemes in terms
of both total power minimization and lifetime maximization.

Index Terms—Unmanned aerial vehicle, routing, energy con-
servation, mobile communication, wireless sensor network.

I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) have been widely
adopted in both civilian and military applications, such

as real-time surveillance [1], wildfire monitoring [2], search
and rescue operations [3], remote sensing [4], disaster recov-
ery [5], [6], etc. Their application scenarios continue to expand
as UAVs become more powerful in terms of sensing, commu-
nication, and computation capabilities. More recently, the use
of UAVs in wireless communications has also attracted much
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attention due to the UAVs’ deployment flexibility and ability to
provide better transmission channels through increased line-of-
sight (LoS) probabilities. In cellular applications, UAVs have
been adopted as wireless relays or mobile base-stations to
achieve temporary coverage or data-offloading, even in hostile
areas [7], [8]. In wireless sensor network (WSN) applications,
UAVs have also been used as mobile sink nodes to effi-
ciently gather information from ground sensors [9], [10]. For
more complex or large-scale tasks, multitasking and coopera-
tion among multiple UAVs are often necessary to accomplish
the application goals. In these scenarios, it is important to
enable efficient air-to-air direct or multihop transmissions,
which can be challenging in highly dynamic UAV networks.
This work focuses specifically on the use of multiple UAVs
for data-gathering and feedback communications in WSNs and
Internet-of-Things.

Most works in the literature on the use of UAVs for data-
gathering in WSNs consider either the single-UAV path plan-
ning (or trajectory design) problem [9]–[12], where the goal
is to determine the most efficient flight path for a single UAV
to traverse the entire sensor field, or the multi-UAV place-
ment problem [13]–[17], where UAVs work collaboratively
to monitor the senor field. Specifically, for the single-UAV
path planning problem, [9] proposed a joint UAV trajectory
design and sensors’ cluster head selection scheme that takes
into consideration the sensors’ energy consumption, bit error
rate, and the UAV’s flight time. Reference [10] proposed
the joint optimization of the UAV’s trajectory and sensors’
wakeup schedules to minimize the maximum energy consump-
tion of all sensors subject to constraints on the reliability of
the data collection. Reference [11] considered the problem of
age-optimal path planning and proposed two age-optimal tra-
jectories to achieve the task. Reference [12] determined the
optimal UAV’s flight speed and sensors’ transmit powers to
minimize the UAV’s total flight time from start to finish on
a simple linear network. In multi-UAV networks, UAVs are
often deployed at fixed positions above their responsible ser-
vice areas, and the gathered information is transmitted through
multiple hops to the data-gathering node. In terms of UAV
placement, [13] examined the optimal placement of multiple
UAVs for data collection subject to constraints on the sen-
sor coverage and the existence of connected paths from all
UAVs to the data-gathering node. Reference [14] proposed
a dynamic UAV placement policy that maximizes the value
of the acquired sensor information in each time slot sub-
ject to constraints on the connectivity between UAVs and the
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reliability of the sensors’ communication links. Reference [15]
examined the joint optimization of the UAVs’ trajectories and
the sensors’ wakeup schedules by taking into consideration the
tradeoff between the transmission energy of ground sensors
and the UAVs’ propulsion energy. Furthermore, by treating
UAVs as pure relays between a source and a destination,
[16] determined the UAVs’ placement by maximizing the end-
to-end signal-to-noise ratio for both multihop and dual-hop
relaying scenarios, and [17] proposed to jointly determine
the UAVs’ trajectories and transmission powers to maximize
the end-to-end throughput of a predetermined multihop route.
Notice that, in [16] and [17], UAVs are treated as pure relays
and are not responsible for data-gathering from a field of
ground sensors.

Determining optimal multihop routes in UAV networks can
be a challenging task due to the UAVs’ high mobility and inter-
mittent connectivity. Several routing protocols, e.g., [18]–[24],
were proposed in the literature to cope with these challenges.
Among the class of proactive routing protocols, [18] proposed
an extension of the well-known optimized link state (OLSR)
protocol that takes into consideration the relative speed
between UAVs. A speed-aware predictive-OLSR protocol was
proposed, where the expected transmission count (ETX) met-
ric used for multi-point relay selection is weighted by the
relative speed of the communicating UAVs. Similarly, [19]
proposed a mobility and load-aware OLSR algorithm that takes
into account the packet load at each UAV to establish more
stable routes with less congestion, and [20] further consid-
ered the queuing delay as a routing metric to balance traffic
load and reduce end-to-end delay. Moreover, [21] proposed an
improved B.A.T.M.A.N. protocol by leveraging a prediction of
future trajectories of the UAVs in the routing protocol to avoid
unexpected route breaks and packet loss. Among the class of
reactive routing protocols, where routes are found on-demand
whenever packets need to be sent, [22] proposed a reactive-
greedy-reactive (RGR) routing protocol that combines the use
of ad-hoc on-demand distance vector and greedy geographic
forwarding protocols. Reference [23] proposed a modified-
RGR that selects UAVs with high link reliability to forward
the packets. [24] proposed a robust and reliable predictive
(RARP) routing protocol using a hybrid unicasting and geo-
casting scheme. This scheme utilizes directional transmission
and dynamic angle adjustment to reduce the route setup time
and extend the average path lifetime. Recent surveys of UAV
routing algorithms can be found in [25] and [26].

Notice that most of the above works consider the use of
rotary-wing UAVs that can choose to either cruise or hover
above fixed positions with less constraints on their movement.
This provides more flexibility in the UAV path planning and
placement problems, and also reduces the challenge due to
frequent topology changes in routing problems. However, the
lifetime of rotary-wing UAVs is typically short and cannot
maintain usage over a long time period. Hence, we consider in
this work the use of fixed-wing UAVs that typically consume
less power and carry larger batteries. However, for fixed-wing
UAVs to stay afloat, they must maintain constant movement
with strict speed and maneuvering constraints, causing the
network topology to vary rapidly over time. The continuous

change in network topology makes routing over such networks
especially challenging. Existing works on UAV routing, as
mentioned above, rely on mobility prediction that is difficult
to perform accurately in such a highly dynamic environment.

The main objective of this work is to propose power-
efficient trajectory adjustment and temporal routing algorithms
for a network of fixed-wing UAVs used for data-gathering in
WSNs. The UAVs are assumed to follow circular flight trajec-
tories to maintain coverage over their responsible service areas.
The constant movement of UAVs results in a so-called tempo-
ral graph [27] where the connectivity among UAVs exist only
at certain time instants. A transmission path over the temporal
graph can be represented by a causal sequence of temporal
edges (i.e., edges that exist only at particular time instants)
from the source to the destination. Given predetermined trans-
mission paths between the UAVs and the data-gathering node,
we first propose two flight-radius adjustment schemes based
on the total power minimization and lifetime maximization
criteria, respectively, subject to constraints on the existence
of the predetermined paths. The total power minimization
problem is convex and can be solved by using off-the-shelf
solvers such as CVX [28], whereas the lifetime maximization
problem is solved using a successive convex approximation
(SCA) approach [29]. Then, by treating the minimum pair-
wise power consumption as the cost of each edge, we propose
a power-efficient (PE) temporal path algorithm that is able
to determine the optimal path between each UAV and the
data-gathering node by minimizing the accumulated cost of
edges within the path. Notice that edges in a temporal path
must satisfy a causality constraint and, thus, cannot be solved
by conventional shortest path algorithms. Finally, we pro-
pose an iterative procedure to refine the phases of the UAVs’
circular trajectories as well as their flight-radii and tempo-
ral paths to further improve the power efficiency. Numerical
simulations are provided to demonstrate the effectiveness of
our proposed trajectory adjustment strategies in terms of total
power consumption and network lifetime, respectively.

The design challenges of fixed-wing UAVs have also been
examined recently in different applications. For example, [30]
determined the optimal flight trajectory for a fixed-wing UAV
to maximize the energy efficiency of communication between
the UAV and a single ground terminal, taking into considera-
tion the UAV’s propulsion energy consumption. The optimal
flight speed and radius were determined for a practical cir-
cular trajectory around the ground terminal. Reference [31]
further examined the tradeoff between the transmission energy
of the ground terminal and the propulsion energy of the UAV.
Moreover, [32] considered the use of a circulating fixed-wing
UAV as the relay between two ground terminals. A variable
rate decode-and-forward protocol was proposed to enhance the
end-to-end information rate. [33] considered the use of circu-
lating UAVs to cover ground users and proposed a dynamic
UAV placement and radius adjustment algorithm to increase
the probability of end-to-end link connections. However, the
temporal routing and the impact of trajectory control on the
energy consumption were not discussed.

The remainder of this article is organized as follows. In
Section II, we describe the system model and establish its
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Fig. 1. Illustration of a multihop UAV network for monitoring and data-
gathering.

relation with temporal graphs. In Section III, two flight-radius
adjustment algorithms are proposed, namely, the total power
minimization and the lifetime maximization algorithms. In
Sections IV and V, the PE temporal path and the iterative
phase readjustment algorithms are proposed to further reduce
the power consumption. Finally, we demonstrate the effective-
ness of the proposed schemes in Section VI, and conclude in
Section VII.

II. SYSTEM MODEL

Let us consider a multi-UAV network consisting of N UAVs
that are deployed to gather data from M ground sensors,
denoted by the set S � {1, 2 . . . ,M }. Each UAV is assumed
to follow a circular flight-trajectory to maintain coverage over
a subset of sensors, as illustrated in Fig. 1. Different from
rotary-wing UAVs that can be deployed at fixed positions,
fixed-wing UAVs must maintain constant movement in order
to stay afloat. The circular trajectory allows UAVs to main-
tain the required movement while covering their responsible
service areas. The time required for each UAV to complete
one flight cycle around the circular trajectory (i.e., the time
required to gather one round of sensor data) is assumed to be T,
which depends on the data generation frequency of the under-
lying sensors. Moreover, we assume that all UAVs fly at the
same altitude h∗, which is chosen to achieve maximum ground
coverage under the air-to-ground channel model in [34]. The
maximum radius of the ground coverage is denoted by R∗,
which can be derived following the procedures in [35].

Let ru be the radius of the circular trajectory of UAV u
and let cu � (xu , yu ) be the horizontal coordinates of the
trajectory center. In this case, the location of UAV u at time t
can be represented by

wu (t) � (xu + ru cos θu(t), yu + ru sin θu(t)) (1)

where θu(t) is the phase of UAV u’s position at time t. By
letting θu,0 be the initial angular offset at time t = 0, we have

θu(t) = θu,0 +
2πt

T
(2)

if the UAV is flying in the counter-clockwise direction and

θu(t) = θu,0 − 2πt

T
(3)

if the UAV is flying in the clockwise direction.

In practice, the radius and the center of each UAV’s cir-
cular trajectory may be constrained by the positions of the
sensors that it covers. For example, suppose that UAV u
is assigned to gather information from a subset of sensors
Su ⊂ S . Under ground coverage radius R∗, UAV u is able
to successfully receive data from sensor m at time t if the
ground sensor’s horizontal coordinates sm � (sm1, sm2) sat-
isfy ‖sm − wu (t)‖ ≤ R∗. Hence, we say that sensor m is
covered by UAV u if there exists a time t within each flight
cycle that allows the UAV to successfully receive data from
sensor m, that is, if mint∈[0,T ] ‖sm−wu (t)‖ ≤ R∗. Hence, to
cover all sensors in subset Su , the flight radius ru and trajec-
tory center cu must satisfy ru −R∗ ≤ ‖sm − cu‖ ≤ ru +R∗,
for all m ∈ Su . That is, given cu , the flight radius ru is
confined to the interval

r̄u,min � max

{
max
m∈Su

‖sm − cu‖ − R∗, r̄phy
}
≤ ru

≤ min
m∈Su

‖sm − cu‖+ R∗ � r̄u,max, (4)

where r̄phy is the smallest circulating radius that is physically
allowed by a fixed-wing UAV. In this work, we focus on the
optimization of the flight-radius and multihop transmission
paths while assuming that the UAVs’ trajectory centers (i.e.,
cu , for all u) and the sensors’ association (i.e., the subsets Su ,
for all u) are given, e.g., following a standard k-means clus-
tering approach. Moreover, we assume that the transmission
time required for each sensor to upload its data to its associ-
ated UAV is negligible. That is, each sensor’s transmission can
be completed instantaneously upon entering the coverage of its
associated UAV. We argue that this assumption is reasonable in
sensor network applications where the data generated by each
sensor within a flight cycle is usually small. We understand
that, in practice, the transmission of each sensor may occupy
a finite duration and, thus, must be carefully scheduled in a
time-division multiple access (TDMA) fashion. However, this
requires further study that is beyond the scope of the current
work.

Suppose that the data gathered by the UAVs are for-
warded periodically every T to the data-gathering node through
multihop paths. We say that a connection from UAV u to UAV
v exists at time t if UAV v is within the transmission radius
of UAV u (i.e., δu ) at this time, that is, if

D(u,v ,t)(ru , rv ) ≤ δu , (5)

where

D(u,v ,t)(ru , rv) �
∥∥(xu + ru cos θu(t), yu + ru sin θu(t))

− (xv + rv cos θv (t), yv + rv sin θv (t))
∥∥

(6)

is the distance between UAVs u and v at time t. This connec-
tion may not be bidirectional since the transmission radius may
vary for different UAVs. In practice, the transmission between
UAVs must occur over a finite slot duration τ . However, to
simplify our discussions, we first assume that τ is negligible
and, thus, the transmission can occur instantaneously at the
connection time t. Then, based on our proposed solution, the
connectivity over a finite slot duration τ in practice can be
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Fig. 2. Example of a temporal graph generated by the UAV network.

guaranteed by a simple fine-tuning of the flight radius, as to
be discussed in Section III. Moreover, due to UAVs’ mobility,
the connections between UAVs may exist only intermittently
within each cycle, resulting in a so-called temporal graph [27],
i.e., a graph with edges labeled by their occurrence times.

Specifically, let G = (V, E[t0,t0+λ]) be a directed tempo-
ral graph with V being the set of vertices (or UAVs) and
E[t0,t0+λ] being the set of temporal edges that exist during
time interval [t0, t0+λ]. An edge e ∈ E[t0,t0+λ] is represented
by a tuple (u, v, t), where u, v ∈ V and t ∈ [t0, t0 + λ] is the
time instant at which UAV u can transmit to UAV v. In fact,
an edge e = (u, v, t) exists only if D(u,v ,t)(ru , rv ) ≤ δu
(i.e., if UAV v is in the transmission range of UAV u at
time t) and t ∈ [t0, t0 + λ]. Here, t0 can be viewed as
the time for which the data is to be transmitted and λ can
be viewed as the maximum tolerable delay. We consider
a time-slotted system, where time is represented by inte-
ger multiples of the slot duration τ . In the temporal graph
G = (V, E[t0,t0+λ]), we can define a temporal path from s to d
(denoted by Paths→d ) as an ordered sequence of edges {(u1 =
s , v1, t1), (u2, v2, t2), . . . , (uk , vk = d , tk )}, where vi = ui+1

and ti < ti+1 for i = 1, . . . , k−1, and (ui , vi , ti ) ∈ E[t0,t0+λ],
for all i. Notice that the tail of each temporal edge must be
the head of the next edge in the sequence, and that temporal
ordering must be satisfied to ensure causality of the packet
forwarding operation. In the multi-UAV network under con-
sideration, all UAVs need to forward their local information
to the data-gathering node. Hence, a path Paths→d from the
source UAV s to the destination d (i.e., the data-gathering
node) should exist for all s ∈ V . An example of the tempo-
ral graph is illustrated in Fig. 2. Here, {(s , u1, t2), (u1, d , t6)}
and {(s , u2, t3), (u2, u3, t5), (u3, d , t0+T )} are both temporal
paths from s to d, whereas {(s , u1, t2), (u1, u3, t0), (u3, d , t1)}
and {(s , u2, t3), (u2, u3, t5), (u1, d , t6)} are not since, in the
former case, the temporal edges (u1, u3, t0) and (u3, d , t1)
occur before the existence of (s , u1, t2) (i.e., causality is vio-
lated) and, in the latter case, the tail of edge (u2, u3, t5) is not
equal to the head of edge (u1, d , t6) (i.e., the two consecutive
edges are not connected).

In the data-gathering scenario under consideration, each
UAV completes a flight cycle and, thus, generates data to
transmit every T. In this case, we can assume that t0 = kT ,

for some integer k. The period T depends on how fast the sen-
sor readings vary over time and needs to be gathered again.
By allowing UAVs to follow a periodic flight pattern above
its sensing area, the temporal paths will reappear periodically
and can be used to transmit the data that is collected from the
sensors every integer multiple of T. This avoids the need to
compute new temporal paths every cycle and, thus, reduces
the computational complexity.

III. POWER-EFFICIENT FLIGHT-RADIUS ADJUSTMENT

In this section, the optimal flight-radius of the UAVs’ cir-
cular trajectories are determined based on the total power
minimization and the lifetime maximization objectives, respec-
tively. Here, we focus only on the flight (or propulsion) power
consumption of the UAVs since the transmission power is
typically several orders of magnitude smaller. Moreover, we
assume that the temporal paths from all UAVs to the des-
tination are given and focus on improving power efficiency
through radius adjustment. An efficient algorithm to determine
the optimal temporal path from each UAV to the destination
will be introduced in Section IV.

Specifically, by [30], we know that the flight power con-
sumption of a circulating UAV, say UAV u, depends nonlin-
early on the velocity vu and radius ru of the circular trajectory,
and can be described by

P(vu , ru ) =

(
c1 +

c2
g2r2u

)
v3u +

c2
vu

. (7)

Here, g is the gravitational acceleration with nominal value
9.8 m/s2 whereas c1 and c2 are parameters related to the
weight of the aircraft, wing area, and air density, etc. Typical
values of c1 and c2 are given by c1 = 9.26 · 10−4 and
c2 = 2250 [30]. Notice that the first cubic term in (7) (i.e., the
term with coefficient c1) models the power required for the
UAV to overcome the air resistance force caused by the air-
craft’s skin friction, form drag, etc when moving forward. The
second cubic term is due to the acceleration required in the
direction normal to the velocity vector to maintain a circular
flight pattern with constant velocity. The third term, which
is inversely proportional to the velocity, models the power
required for redirecting air to generate the lift used to compen-
sate the aircraft’s weight. We can see that, when the velocity
is zero, the power required for the UAV to stay afloat goes
to infinity, which is consistent with the fact that fixed-wing
UAVs must maintain constant motion in order to stay afloat.
Further details of the flight power consumption model can be
found in [30]. Since the time required to complete one flight
cycle is T, the velocity of UAV u under flight radius ru can
be computed as vu = 2πru

T . By substituting vu into (7), we
have

P̄(ru) � P

(
2πru
T

, ru

)
(8)

=

(
c1 +

c2
g2r2u

)(
2πru
T

)3

+
c2T

2πru
(9)

=
c18π

3

T 3
r3u +

c28π
3

g2T 3
ru +

c2T

2π

1

ru
. (10)
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Fig. 3. Relation between the power consumption and the radius of the circular
trajectory for T = 20, 25, 30, and 35.

Notice that the function P̄(ru ) is convex with respect to ru ,
for ru > 0, but does not increase monotonically with ru .

In Fig. 3, we plot the function with respect to ru for differ-
ent values of T. We can see that, in all cases, it is not always
power-efficient to adopt the smallest possible flight radius. In
fact, following the model in (7), when the radius is small,
a larger power is required to support the acceleration in the
direction normal to the velocity vector and also to stay afloat at
lower velocity. However, as T increases, the impact due to air
resistance and perpendicular acceleration decreases whereas
the power required to stay afloat increases significantly, caus-
ing the minimum-power radius to increase. In the following,
we propose two radius adjustment strategies for the multi-
UAV network, namely, the total power minimization strategy
and the lifetime maximization strategy.

A. Strategy I: Total Power Minimization

In the total power minimization strategy, we propose to find
the flight radii of all UAVs, i.e., {rs}s∈V , that minimize the
total power consumption subject to constraints given by the
need to preserve the paths from all UAVs to the data-gathering
node. Suppose that Paths→d is the temporal path from UAV
s to destination d (i.e., the data-gathering node). To preserve
the connectivity of all edges on the temporal path, the radii of
UAVs on the temporal path must satisfy D(u,v ,t)(ru , rv ) ≤ δu ,
for all (u, v , t) ∈ Paths→d . The paths originating from differ-
ent UAVs generate different sets of constraints. In this case,
the total power minimization problem can be formulated as

min
{rs}s∈V

∑
s∈V

P̄(rs) (11a)

subject to D(u,v ,t)(ru , rv )
2 ≤ δ2u ,

∀(u, v , t) ∈ ∪s∈VPaths→d (11b)

r̄s,min ≤ rs ≤ r̄s,max, ∀s ∈ V. (11c)

Notice that D(u,v ,t)(ru , rv )
2 is a quadratic function of

(ru , rv ). Hence, the optimization problem given above is con-
vex and can be solved using off-the-shelf software, such as
CVX [28].

It is worthwhile to note that, by satisfying the constraints
in (11b), connections are guaranteed only at the exact time

instants associated with the edges (u, v , t) ∈ ∪s∈VPaths→d .
In practice, the transmission between UAVs must occur over a
finite slot duration τ . In this case, it is necessary to increase the
radii {rs}s∈V proportionally until the connectivity of all edges
(u, v , t) ∈ ∪s∈VPaths→d can be maintained over duration τ .
This will be considered in our experiments.

B. Strategy II: Lifetime Maximization

In the lifetime maximization strategy, we determine the
optimal radius adjustment policy with the goal of maximiz-
ing the lifetime of the multi-UAV network. Here, lifetime is
defined as the time for which all UAVs remain active (i.e., the
time until one of the UAV’s battery become depleted). This is
often dominated by a bottleneck UAV that is most restrictive
in terms of its connectivity constraints or limited in terms of
battery energy resources.

Specifically, by letting Ebatt,u be the battery energy at UAV
u, the lifetime of UAV u can be computed as Ebatt,u/P̄(ru ),
and the lifetime maximization problem can be formulated as

max
{rs}s∈V

min
s∈V

Ebatt,s

P̄(rs)
(12a)

subject to (11 b), (11c). (12b)

By introducing the auxiliary variable η, this problem can be
formulated equivalently as

max
{rs}s∈V ,η

η (13a)

subject to (11 b), (11c) (13b)
Ebatt,s

P̄(rs)
≥ η, ∀s ∈ V. (13c)

Here, η can be viewed as the lifetime of the UAV network
(i.e., the shortest lifetime among all UAVs). Notice that the
constraint in (13c) can be written equivalently as

1

η
≥ P̄(rs)

Ebatt,s
. (14)

This constraint is non-convex, making the optimization
problem difficult to solve in general. Here, we adopt a succes-
sive convex approximation (SCA) approach [29], which yields
efficient solutions to this problem in an iterative manner.

Suppose that η(�) is the solution of η obtained in the
�-th iteration of the SCA algorithm. Given η(�), we can
lower-bound the left-hand-side of (14) with its first-order
approximation about the point η = η(�), which yields

1

η
≥ 1

η(�)
− 1

(η(�))2

(
η − η(�)

)
. (15)

Then, in iteration � + 1, we solve the approximate convex
optimization problem

max
{rs}s∈V ,η

η (16a)

subject to (11 b), (11c) (16b)
1

η(�)
− 1

(η(�))2

(
η − η(�)

)
≥ P̄(rs)

Ebatt,s
, ∀s ∈ V.

(16c)
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where the left-hand-side of the constraint in (14) is replaced
with its lower bound in (15). By replacing 1/η with its lower
bound, the constraint becomes tighter and, thus, the resulting
solution must also fall within the feasible set of the original
problem. Notice that this problem is convex and can be solved
using off-the-shelf solvers such as CVX [28]. The iterative
procedure continues until convergence. The convergence to
a Karush-Kuhn-Tucker (KKT) point is guaranteed as shown
in [29, Th. 1].

Recall that, due to the UAVs’ periodic flight patterns, the
flight radii (and also the temporal paths to be described
in the next section) need not be updated dynamically since
the temporal paths reappear periodically in each flight cycle.
Therefore, the solutions can be computed offline in a cen-
tralized manner before the UAVs are dispatched. However, it
would also be interesting to explore distributed implementa-
tions of the algorithm to enable dynamic adjustment in fast
varying environments (e.g., the case where the underlying sen-
sors may be mobile). Distributed optimization algorithms, such
as the consensus alternating direction method of multipliers
(consensus-ADMM) algorithm proposed in [36], [37], can be
adopted to achieve this task, but require further studies that are
beyond the scope of this work. In the above, we determined
the optimal flight-radius for the UAVs’ circular trajectories
while preserving predetermined temporal paths. The problem
remains as to how the optimal temporal paths from each UAV
to the destination can be found, which is the subject of the
following section.

IV. POWER-EFFICIENT TEMPORAL PATH ALGORITHM

In this section, we propose a power-efficient (PE) temporal
path algorithm that can be used to identify a path from each
source UAV s to the destination d that enables more flexibility
for power reduction through the radius adjustment algorithm
proposed in the previous section. This is done by finding a path
that yields the minimum accumulated edge-wise power con-
sumption as described below. Notice that a temporal path must
satisfy a sequential temporal order and, thus, conventional
routing algorithms cannot be directly applied here.

Specifically, let us define the cost of edge (u, v, t) as

ρ(u,v ,t) � min
ru ,rv :D(u,v,t)(ru ,rv )≤δu ,

Ru,min≤ru≤Ru,max,Rv,min≤rv≤Rv,max

[
P̄(ru) + P̄(rv )

]
,

(17)

for v 	= d . Here, ρ(u,v ,t) can be viewed as the minimum
sum power required to maintain connectivity between UAVs
u and v at time t (i.e., the minimum edge-wise power con-
sumption of (u, v, t)). For v = d, the cost is given by
ρ(u,d ,t) � minru :D(u,d,t)(ru ,0)≤δu ,

Ru,min≤ru≤Ru,max

P̄(ru ). The optimization

problem that must be solved to obtain the cost is con-
vex and, thus, can be solved using off-the-shelf solvers,
such as CVX [28]. By the above definition, the smaller the
cost, the more power efficient the UAVs associated with the
edge can be. Consequently, the cost of path Paths→d =
{(v1 = s , v2, t1), (v2, v3, t2), . . . , (vk , vk+1 = d , tk )} is
defined as the sum of the cost over all edges on the path,

Algorithm 1 Power-Efficient (PE) Temporal Path Algorithm
Input: A temporal graph G = (V, E), source vertex s, time interval
[t0, t0 + λ].
Output: The minimum total cost from source s to destination d within
[t0, t0 + λ], and the corresponding path Paths→d .

1: Initialize the lists {Lu}u∈V such that Ls = {(s, 0, t0} and
Lu = ∅, for all u ∈ V \ {s}. (An element in Lu is (Pre[u],
AccCost[u], Time[u]), where AccCost[u] is the cost accumulated
on the subpath from s to u, Time[u] is the time that the path
arrives at u and Pre[u] is the node preceding u on the path.)

2: for each incoming edge e = (u, v , t) in temporal order do
3: if Lu is not empty then
4: Find (Pre′[u],AccCost′[u],Time′[u]) ∈ Lu such

that Time′[u] = max{Time[u] :(Pre[u],AccCost[u],
Time[u]) ∈ Lu ,Time[u] ≤ t};

5: AccCost[v ]← AccCost′[u] + ρ(u,v ,t);
6: Time[v ]← t ;
7: Insert (u,AccCost[v ],Time[v ]) into Lv ;
8: Remove dominated elements in Lv ;
9: end if

10: end for
11: a ← d ;
12: t ← t0 + λ;
13: while a �= s do
14: Find (Pre′[a],AccCost′[a],Time′[a]) ∈ La such

that Time′[a] = max{Time[a]:(Pre[a],AccCost[a],
Time[a]) ∈ La ,Time[a] ≤ t};

15: Prepend edge (Pre′[a], a,Time′[a]) to Paths→d ;
16: a ← Pre′[a];
17: t ← Time′[a];
18: end while
19: return Paths→d ;

i.e.,
∑

(u ′,v ′,t ′)∈Paths→d
ρ(u ′,v ′,t ′)(ru ′ , rv ′). The proposed PE

temporal path algorithm aims to identify the path with the
minimum accumulated cost. Notice that, by treating ρ(u,v ,t)
as a measure of distance between nodes u and v at time t, find-
ing the PE temporal path is equivalent to finding the shortest
distance path in a temporal graph. However, different from
conventional routing problems, the “shortest” temporal path
problem cannot be solved by Djikstra-type algorithms since
the prefix subpath to a “shortest” temporal path may not be a
“shortest” temporal path to an earlier node on the path [27]. In
Algorithm 1, we modify the shortest path-distance algorithm
proposed in [27] using the new distance measure mentioned
above to solve the problem.

Specifically, in the PE temporal path algorithm described
in Algorithm 1, each UAV, say UAV u, records a list Lu
consisting of the incoming time of potential subpaths leading
up to the current UAV and their respective accumulated costs
up to that point. In particular, an element in the list Lu can
be represented by the triplet (Pre[u], AccCost[u], Time[u]),
where Pre[u] is the UAV preceding u on the subpath from s
to u, AccCost[u] is the accumulated cost of this subpath, and
Time[u] is the time that the subpath arrives at u. The lists
{Lu}u∈V are constructed by evaluating all edges one-by-one
in temporal order. In particular, when evaluating the edge
e = (u, v, t), a new subpath to UAV v may be explored
and, thus, may lead to an update of the list Lv . To do
so, we first select an element in Lu that corresponds to a
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subpath with the latest arrival time at UAV u, i.e., the element
(Pre′[u],AccCost′[u],Time′[u]) ∈ Lu where Time′[u] ≥
Time[u], for all (Pre[u],AccCost[u],Time[u]) ∈ Lu with
Time[u] ≤ t . Notice that, by design of the temporal path
algorithm (as will be clear later), the path from s to u
with the latest arrival time corresponds to the path with
the minimum accumulated cost due to the removal of the
so-called dominated subpaths in each step. Therefore, by
appending edge e = (u, v , t) to this subpath, we obtain
a new subpath from s to v with the least accumulated
cost AccCost[v ] = AccCost′[u] + ρ(u,v ,t), computed up
to this point. The arrival time of this subpath at UAV v
is given by Time[v ] = t and the UAV preceding v on the
subpath is Pre[v] = u. The element (Pre[v], AccCost[v],
Time[v]) is then inserted into the list Lv . Notice that, if
there exists two elements (Pre1[v ],AccCost1[v ],Time1[v ])
and (Pre2[v ],AccCost2[v ],Time2[v ]) in Lv such that
AccCost1[v ] < AccCost2[v ] and Time1[v ] ≤ Time2[v ],
then it is no longer necessary to store the element
(Pre2[v ],AccCost2[v ],Time2[v ]) in Lv since the accumulated
cost of any path that contains the subpath correspond-
ing to (Pre2[v ],AccCost2[v ],Time2[v ]) can be reduced
by substituting the subpath with that corresponding to
(Pre1[v ],AccCost1[v ],Time1[v ]). In this case, we say
that (Pre2[v ],AccCost2[v ],Time2[v ]) is dominated by
(Pre1[v ],AccCost1[v ],Time1[v ]) and, thus, can be removed
from Lv . After scanning through all temporal edges, the
optimal temporal path can be found by backtracking from the
destination d to the source UAV s. That is, starting from d, we
search for the element in Ld with the smallest accumulated
cost (i.e., AccCost[d]), and prepend the preceding UAV (i.e.,
Pre[d]) associated with the element to the path. We repeat the
process similarly for the preceding UAV and continue doing
so until s is included into the path. The above procedures are
further described in the example below.

Example: Let us consider the example in Fig. 2, where
we have 4 UAVs (denoted by s, u1, u2, and u3), and
one destination d. In this case, the edges in the tempo-
ral graph can be listed in temporal order as {(u1, u3, t0),
(u3, d , t0), (u3, d , t1), (s , u1, t2), (u3, d , t2), (s , u2, t3),
(s , u2, t4), (u2, u3, t5), (u1, d , t6), (u2, u3, t6), (u1, d , t7),
(u1, u3, t0+T ), (u3, d , t0+T ), (u3, d , t1+T )}. Note that not
all possible edges are listed for ease of exposition. The lists
maintained by the UAVs are initialized as Ls = {(s , 0, t0)}
and Lu = ∅, for all u ∈ V \ {s}, where (s , 0, t0) rep-
resents the trivial subpath from s to itself at time t0. By
scanning the edges in temporal order, we first arrive at the
edge (u1, u3, t0). At this point, no subpaths from s to u1 have
yet been explored and, thus, the list maintained by UAV u1 is
empty (i.e., Lu1 = ∅). In this case, the edge (u1, u3, t0) cannot
lead to a feasible subpath from s to u3 and, thus, is omitted.
The same holds for edges (u3, d , t0) and (u3, d , t1). Then, by
continuing to examine the edge (s , u1, t2), we are able to find
the element (s , 0, t0) ∈ Ls and, thus, is able to update the
list at UAV u1 by Lu1 = {(s , ρ(s,u1,t2), t2)}. In Fig. 4(a),
we plot the edge corresponding to the recorded subpath in
blue and the edges that are omitted in gray. Continuing in this
fashion, edge (u3, d , t2) is omitted, since Lu3 = ∅, and edges

Fig. 4. Example of the power-efficient temporal path algorithm.

(s , u2, t3) and (s , u2, t4) lead to an update of the list at UAV
u2 as Lu2 = {(s , ρ(s,u2,t3), t3), (s , ρ(s,u2,t4), t4)}. By assum-
ing that ρ(s,u2,t3) < ρ(s,u2,t4), the subpath associated with the
element (s , ρ(s,u2,t4), t4) cannot lead to a temporal path with
smaller accumulated cost than (s , ρ(s,u2,t3), t3) and, thus, is
removed to yield Lu2 = {(s , ρ(s,u2,t3), t3)}. Similarly, when
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examining edges (u2, u3, t5), (u1, d , t6), and (u2, u3, t6), the
lists at UAV u3 and d are updated as Lu3 = {(u2, ρ(s,u2,t3)+
ρ(u2,u3,t5), t5), (u2, ρ(s,u2,t3) + ρ(u2,u3,t6), t6)} and Ld =
{(u1, ρ(s,u1,t2) + ρ(u1,d ,t6), t6)}, respectively. Both subpaths
leading up to u3 are recorded since we assume here that
ρ(s,u2,t3)+ ρ(u2,u3,t6) < ρ(s,u2,t3)+ ρ(u2,u3,t5). The recorded
subpaths are illustrated in Fig. 4(b). By scanning the remaining
edges, the lists at UAV u3 and the destination d are updated
as Lu3 = {(u2, ρ(s,u2,t3) + ρ(u2,u3,t5), t5), (u2, ρ(s,u2,t3) +
ρ(u2,u3,t6), t6), (u1, ρ(s,u1,t2) + ρ(u1,u3,t0+T ), t0 + T )} and
Ld = {(u1, ρ(s,u1,t2) + ρ(u1,d ,t6), t6), (u3, ρ(s,u2,t3) +
ρ(u2,u3,t6)+ρ(u3,d ,t0+T ), t0+T ), (u3, ρ(s,u2,t3)+ρ(u2,u3,t6)+
ρ(u3,d ,t1+T ), t1 +T )}, as illustrated in Fig. 4(c). After scan-
ning through all possible edges, we proceed to find the optimal
temporal path from s to d. To do so, we first initialize the
path as Paths→d = ∅ and search for the element with the
minimum accumulated cost in Ld . This yields the element
(u3, ρ(s,u2,t3) + ρ(u2,u3,t6) + ρ(u3,d ,t1+T ), t1 + T ), which
implies that the edge (u3, d , t1+T ) should be included into the
optimal temporal path. Therefore, the desired temporal path is
updated as Paths→d = (u3, d , t1 +T )∪Paths→d . Next, we
backtrack to the previous node u3 and search for the element
with the minimum cost in Lu3 that occurs before t1+T . The
selected element is (u2, ρ(s,u2,t3)+ρ(u2,u3,t6), t6) and the tem-
poral path is updated as Paths→d = {(u2, u3, t6), (u3, d , t1+
T )}. Finally, by backtracking to node u2, we arrive at the tem-
poral path Paths→d = {(s , u2, t3), (u2, u3, t6), (u3, d , t1 +
T )}, as illustrated in Fig. 4(d).

It is worthwhile to note that, in the above, the PE tempo-
ral path is found by considering arbitrary initial phases for
the UAVs’ circular trajectories. However, with arbitrary initial
phases, the UAVs’ may not meet at their closest points within
their flight cycle and yields less flexibility for radius adjust-
ment. This can be improved upon through a carefully designed
phase readjustment scheme as to be proposed in the following
section.

V. ITERATIVE TRAJECTORY PHASE READJUSTMENT

ALGORITHM

In this section, we propose an iterative phase readjustment
algorithm to enable more flexibility in the radius adjustment
of Section III. The key idea is to adjust the initial phases of the
UAVs’ circular trajectories so that the UAVs can meet (and,
thus, communicate) at the closest points of their trajectories.
Once the phases are adjusted as such, the trajectory radii and
the temporal paths can be updated more flexibly to further
improve the power efficiency.

Specifically, suppose that the temporal paths from all UAVs
to the destination have been determined. By following the
paths in reverse order, we can construct a spanning tree from
the destination d to all UAVs using the depth-first search algo-
rithm [38]. Based on the spanning tree, we divide the UAVs
into multiple subsets according to their levels within the tree,
as illustrated in Fig. 5. Let us denote the set of UAVs in
level � as U� ⊂ U � {1, . . . ,N } and let L be the maxi-
mum depth of the spanning tree. The parent of node u in the

Fig. 5. Example of the spanning tree obtained by performing a depth-first
search in the reverse order of the temporal graphs.

tree is denoted by pa(u). Based on the spanning tree, the ini-
tial phases of the UAVs’ circular trajectories can be adjusted
level-by-level from the root node (i.e., the destination d) to all
leaf nodes in a way that allows each UAV to meet its parent-
UAV at the closest points of their trajectories. In each step, the
initial phases of UAVs in level � are matched to their respec-
tive parent-UAVs in level � − 1 according to the following
proposition.

Proposition 1: Let θu,0 and θv ,0 be the initial phases of
UAVs u and v, respectively. Suppose that the circular trajec-
tories of the UAVs do not overlap with each other. For two
UAVs to meet at the closest points of their trajectories, their
initial phases must satisfy

θu,0 − θv ,0 mod 2π = π (18)

if the UAVs fly in the same direction (either clockwise or
counter-clockwise), or

θ∗uv + π − θv ,0 mod 2π = θu,0 − θ∗uv mod 2π (19)

if the UAVs fly in opposite directions, where θ∗uv is chosen
such that cos θ∗uv = xv−xu

‖cv−cu‖ and sin θ∗uv = yv−yu
‖cv−cu‖ (i.e., θ∗uv

is the angle of the vector connecting the trajectory centers of
UAVs u and v).

Proof: Observe that the closest points of the circular tra-
jectories of UAVs u and v occur at the points where the two
circular trajectories intersect with the line connecting their tra-
jectory centers, as illustrated in Fig. 6. Let θ∗uv be the angle
of the vector connecting the trajectory centers of UAVs u and
v such that cos θ∗uv = xv−xu

‖cv−cu‖ and sin θ∗uv = yv−yu
‖cv−cu‖ . Note

that θ∗vu = θ∗uv +π. Based on this observation, the results can
be proven separately for the two cases as follows.
(i) First, let us consider the case where both UAVs fly in the

counter-clockwise direction, as shown in Fig. 6. In this
case, for UAVs u and v to meet at the closest points of
their respective trajectories at time t, the initial phases of
the two trajectories must satisfy

θu,0 +
2πt

T
mod 2π = θ∗uv mod 2π (20)
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Fig. 6. Example of two UAVs meeting at their closest points.

and

θv ,0 +
2πt

T
mod 2π = θ∗uv + π mod 2π (21)

By subtracting (21) and (20), we have

θv ,0 − θu,0 mod 2π = π. (22)

This implies that the phases of the two UAVs must always
maintain a difference of π regardless of the time instant
t. This condition does not depend on the actual value
of θ∗uv . The case where both UAVs fly in the clockwise
direction can be proved similarly.

(ii) Secondly, let us consider the case where UAVs u and v
fly in counter-clockwise and clockwise directions, respec-
tively. In this case, for UAVs u and v to meet at the closest
points of their respective trajectories at time t, we must
have

θu,0 +
2πt

T
mod 2π = θ∗uv mod 2π (23)

and

θv ,0 − 2πt

T
mod 2π = θ∗uv + π mod 2π. (24)

By adding together (23) and (24), it follows that

θu,0 + θv ,0 mod 2π = 2θ∗uv + π mod 2π. (25)

The case where UAVs u and v fly in clockwise and
counter-clockwise directions can be proved similarly.

Based on the above proposition, we can sequentially adjust
the the initial phases of the UAVs level-by-level starting from
the root node. In particular, suppose that UAV u is in level �
and that UAV v is its parent node in level � − 1. Moreover,
assume that the initial phase of UAV v has already been deter-
mined (e.g., by matching it to the initial phase of its parent
node), and is given by θv ,0. Then, by Proposition 1, the ini-
tial phase of UAV u should be chosen as θu,0 = θv ,0 + π
mod 2π if UAVs u and v are flying in the same direction,
and as θu,0 = 2θ∗uv + π − θv ,0 mod 2π if they are flying in
opposite directions. However, for a UAV in level 1, its parent
is the root node (i.e., the destination d) which stays at a static
position. In this case, the UAV will always be able to meet its
parent d at the closest point of its trajectory to d. The time

that this occurs depends on the initial phase of the UAV. More
specifically, suppose that UAV u1 in level 1 reaches its closest
point to the destination at time td . This implies that the initial
phase of u1 is

θu1,0 = θ∗u1d −
2πtd
T

mod 2π, (26)

if UAV u1 flies in the counter-clockwise direction, and

θu1,0 = θ∗u1d +
2πtd
T

mod 2π, (27)

if it flies in the clockwise direction. Then, going back in
time, the most recent time that UAV u1 has met its chil-
dren node UAV u2 (in level 2) is td − (θ∗u1d − π − θ∗u2u1
mod 2π) T2π if UAV u1 is traveling in the counter-clockwise
direction (and, thus, backwards in time in the clockwise direc-
tion) and td − (θ∗u2u1 + π − θ∗u1d mod 2π) T2π if UAV u1 is
traveling in the clockwise direction. Let us define the binary
variable ou ∈ {1,−1}, where ou = 1 if UAV u is flying in the
counter-clockwise direction and ou = −1 if UAV u is flying in
the clockwise direction. Moreover, let �(u) be the level of UAV
u and let (u, pa(u), pa2(u), . . . , pa�(u)−1(u), pa�(u)(u) = d)
be the sequence of UAVs on the path from node u to the desti-
nation d within the spanning tree, where pak (u) represents the
ancestor of UAV u in level �(u)− k . Then, the time that UAV
u meets its parent node at the closest point of its trajectory
can be computed as

td −
�(u)−1∑
k=1

[
opak (u)

(
θ∗pak (u)pak+1(u) − π

− θ∗pak−1(u)pak (u)

)
mod 2π

] T
2π

. (28)

Note that
∑�(u)−1

k=1 [opak (u)(θ
∗
pak (u)pak+1(u)

− π

−θ∗
pak−1(u)pak (u)

) mod 2π] T
2π must be less than λ in

order for the delay constraint to be satisfied. To enable more
flexibility in the temporal path adjustment, we choose to set

td = t0 +max
u∈U

�(u)−1∑
k=1

[
opak (u)

(
θ∗pak (u)pak+1(u) − π

− θ∗pak−1(u)pak (u)

)
mod 2π

] T
2π
(29)

so that the first transmission between UAVs occur at time t0.
In this case, by substituting td into (26) and (27), the initial
phase of UAV u in level 1 can be written as

θu,0 = θ∗ud − ou
2πt0
T
− ou max

u∈U

�(u)−1∑

k=1

[
opak (u)

(
θ∗pak (u)pak+1(u)

− π − θ∗pak−1(u)pak (u)

)
mod 2π

]
mod 2π. (30)

Recall that, in our work, we assume that data is gathered
periodically by the UAVs and, thus, the feedback transmis-
sion is initiated every integer multiple of T, as mentioned in
Section II. In this case, the initial transmission time t0 is equal
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Algorithm 2 Trajectory Phase Readjustment Algorithm
Input: Temporal paths Pathu→d for all u ∈ U .
Output: Adjusted trajectory phases θu,0, for all u ∈ U .

1: Let G = ∪u∈UPathu→d be the directed graph formed by the
temporal paths from all UAVs to the destination. By reversing
the direction of the edges, find a spanning tree following the
depth-first search algorithm [38].

2: Divide the nodes into subsets U�, for � = 1, . . . ,L, where U� is
the subset that include nodes in level � of the tree and L is the
maximum depth of the tree.

3: Set td ← t0+maxu∈U
∑�(u)−1

k=1 [opak (u)(θ
∗
pak (u)pak+1(u)

−
π −θ∗

pak−1(u)pak (u)
) mod 2π] T2π , and θu,0 ← θ∗ud−ou

2πtd
T

mod 2π, for all u ∈ U1.
4: for � = 2 to L do
5: for node u in U� do
6: Set θu,0 ← θpa(u),0 − π mod 2π, if UAVs

u and v are flying in the same direction, and
θu,0 ← 2θ∗upa(u) + π − θpa(u),0 mod 2π, if they are
flying in opposite directions.

7: end for
8: end for
9: return θu,0, for all u ∈ U .

to kT, for some integer k, and thus the initial phase of UAVs
in level 1 can be reduced to

θu,0 = θ∗ud − ou max
u∈U

�(u)−1∑
k=1

[
opak (u)

(
θ∗pak (u)pak+1(u) − π

−θ∗pak−1(u)pak (u)

)
mod 2π

]
mod 2π. (31)

The trajectory phase readjustment algorithm is summarized
in Algorithm 2.

Furthermore, once the initial phases have been readjusted
according to Algorithm 2, the PE temporal paths and the
flight radii are updated following the algorithms proposed in
Sections IV and III, respectively. The overall operation can be
summarized as follows:

Initialization: Set random initial values for the initial phases
{θu,0}u∈V , and set the initial radii as ru = R∗, where R∗ is
the radius of the ground coverage.
(i) Determine the optimal temporal paths from all UAVs to

the destination using Algorithm 1.
(ii) Given the temporal paths, determine the optimal flight

radii {r∗u}u∈V by the total power minimization or the
lifetime maximization strategies.

(iii) Update the radii as ru ← (1−α)ru +αr∗u , for all u ∈ V .
(iv) Adjust the initial phases {θu,0}u∈V using Algorithm 2.
(v) Repeat (i)-(iv) until no further improvement can be

observed in terms of either the total power or the network
lifetime.

VI. NUMERICAL RESULTS AND PERFORMANCE

COMPARISONS

In this section, we demonstrate the effectiveness of the
proposed temporal path and flight radius adjustment strate-
gies through computer simulations using MATLAB. In these
experiments, we assume that UAVs are deployed to gather data

Fig. 7. Example of a temporal path before and after phase readjustment.

from M = 20000 ground sensors placed randomly accord-
ing to a uniform distribution within a 1500 × 1500 m2 area.
The sensor association is determined by the k-means cluster-
ing algorithm and the center of the UAVs’ circular trajectories
are placed at their respective centroid positions. By [35], it
can be shown that the optimal altitude and ground cover-
age radius of the UAVs in the suburban environment is given
by h∗ = 40.8 m and R∗ = 155 m, respectively, when the
maximum acceptable pathloss is Γ = 85dB and the carrier
frequency is 2.5 GHz. The upper and lower bounds of the
flight radius ru (i.e., r̄u,max and r̄u,min) can then be com-
puted by (4). Here, we set r̄phy = 40 m. The circulating
directions of the UAVs (i.e., clockwise or counter-clockwise)
are chosen randomly with equal probability. The battery has
capacity equal to 5300 mAh and operates at 18.5 V (i.e.,
352.89 kJ). Here, we consider cases where T = 20 s, τ = 0.5 s,
and δu = 220 m, for all u ∈ U . The curves are aver-
aged over 100 network realizations with 95% confidence
interval.

In Fig. 8, we show the average power consumption per UAV
versus the number of UAVs for both the proposed PE tempo-
ral path algorithm and the earliest arrival time (EAT) temporal
path algorithm proposed in [27]. The EAT algorithm aims to
minimize the arrival time of each UAV’s packet at the desti-
nation. In fact, it can be achieved by setting the accumulated
cost in Algorithm 1 equal to the arrival time on each subpath,
i.e., AccCost[u] = Time[u], for all u. Here, we set λ = 60 s.
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Fig. 8. Average per-UAV power consumption versus the number of UAVs.

Fig. 9. Average per-UAV power consumption versus λ.

For each temporal path algorithm, we consider both the case
with only the total power minimization (TPMin) radius adjust-
ment proposed in Section III and the case with both TPMin
radius adjustment and also the iterative phase readjustment
proposed in Section V. The case with no radius and phase
adjustment (i.e., the case where all UAVs fly at the radius R∗,
i.e., ru = R∗, ∀u , with random initial phases) is also shown
for comparison. We can observe that the proposed PE tempo-
ral path algorithm outperforms the EAT algorithm in terms of
power savings since the EAT algorithm focuses only on mini-
mizing the arrival time and does not consider the efficiency of
flight power consumption. For a network with N = 18 UAVs,
we can see that our proposed scheme with only TPMin radius
adjustment reduces the average power consumption by approx-
imately 30.6% compared to the case with no adjustment and
by 11.7% compared to the EAT algorithm. An additional 5.3%
improvement can be observed by further taking into consider-
ation the iterative phase readjustment. Moreover, we can see
that the average power consumption per UAV decreases as the
number of UAVs increases since the UAVs are closer in this
case and can more flexibly adjust their radii.

Fig. 10. Network lifetime versus the number of UAVs.

Fig. 11. Network lifetime versus λ.

In Fig. 9, we show the average power consumption per UAV
versus the delay tolerance λ for the proposed PE and the EAT
temporal path algorithms. Here, the radius adjustment is per-
formed by the TPMin strategy and the number of UAVs is
N = 16. We can see that the average power consumption
decreases as λ increases in all cases. The power reduction
is most evident when phase readjustment is further applied
since, in this case, the probability that the delay constraint is
violated after phase readjustment is significantly reduced. That
is, UAVs have more flexibility in choosing longer routes that
may benefit more from the phase readjustment.

In Fig. 10, we show the network lifetime versus the number
of UAVs for both the lifetime maximization (LTMax) and the
TPMin radius adjustment strategies. Here, we adopt the PE
temporal path algorithm in both cases and set λ = 60 s. We
can see that the network lifetime increases with the number
of UAVs in all of the proposed schemes. The improvement
is particularly significant when phase readjustment is further
applied since UAVs can more flexibly adjust their radii in this
case. In fact, under the LTMax strategy, the network lifetime
is improved by 31.6% compared to the case with no radius
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Fig. 12. Network lifetime versus the number of UAVs with unequal energy.

Fig. 13. Network lifetime versus λ with unequal energy.

and phase adjustment, and by 18.1% compared to the case
with only radius adjustment. Furthermore, we can see that
the LTMax strategy is able to yield a longer lifetime than the
TPMin strategy since the former focuses more on reducing the
power consumption of the bottleneck UAV instead of reducing
the total power consumption.

Similarly, in Fig. 11, we show the network lifetime versus
λ for both LTMax and TPMin radius adjustment strategies.
Here, we again adopt the PE temporal path algorithm and
set N = 16. We can see that network lifetime increases as
λ increases since more path options become available in this
case. Moreover, similar to Fig. 9, we can see that the increase
is more substantial when phase readjustment is further applied
since the UAVs have more flexibility in choosing potentially
longer routes that may benefit from the phase readjustment.

In Figs. 12 and 13, we examine the impact of unequal bat-
tery energy on the lifetime of the UAVs. Here, the initial
battery energy of UAVs are chosen uniformly from the interval
[(1− β) Ebatt, (1 + β) Ebatt ], where Ebatt = 352.89 kJ and
β = 0.2. Specifically, in Fig. 12, we show the network life-
time versus the number of UAVs for both LTMax and TPMin
radius adjustment strategies in the case with unequal battery

energies at the UAVs. Here, we again examine the case with
λ = 60 s. We can see that the advantage of the LTMax radius
adjustment strategy over the TPMin strategy is even more pro-
nounced in the unequal energy scenario since variations in
the battery energy may further limit the lifetime of the bottle-
neck UAV. Similarly, in Fig. 13, we show the network lifetime
versus λ for both LTMax and TPMin radius adjustment strate-
gies in the same unequal battery energy scenario. Here, we set
N = 16. Notice that, compared to Fig. 11, the difference in
network lifetime between LTMax and TPMin is also more sig-
nificant due to further limitations of the battery energy at the
bottleneck UAV.

VII. CONCLUSION

In this work, we proposed flight radius adjustment and
temporal path algorithms for a network of fixed-wing UAVs
to perform power-efficient feedback transmission from the
UAVs to a data-gathering node. Each UAV follows a circular
trajectory to maintain coverage over its responsible sensing
area. Given the temporal paths between all UAVs and the
destination, two radius adjustment strategies were proposed,
namely, the TPMin and LTMax strategies. The former aims
to minimize the total flight power consumption of all UAVs
whereas the latter aims to maximize the time until a UAV’s
battery is depleted. By establishing the relationship between
routing in this highly dynamic UAV network and that in tem-
poral graphs, the PE temporal path algorithm was proposed
to further improve upon the power efficiency by taking into
account each UAV’s flexibility in adjusting its flight-radius.
Furthermore, an iterative phase readjustment algorithm was
proposed to refine the phases of the UAVs’ circular trajec-
tories to further improve the power efficiency. The phase
readjustment is accompanied by updates to the flight-radii and
temporal paths in an alternating fashion. Finally, numerical
simulations were performed to demonstrate the effectiveness
of the proposed schemes in terms of reducing the total power
consumption and extending network lifetime.
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