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Abstract—In cognitive radio networks (CRNs), secondary users can utilize the temporary unused spectrum opportunistically without

affecting the quality of services of the licensed users, also called primary users. It is a fundamental operation for a user to rendezvous

with another user on the same channel and establish a communication link. Traditional rendezvous algorithms assume homogeneous

CRNs and each user equipped with a single radio. In recent years, the cost of wireless transceivers has fallen dramatically. It is more

feasible for users to apply multi-radio to reduce the time to rendezvous significantly. In this paper, we propose a Chinese Remainder

Theorem (CRT) based multi-radio rendezvous (CMR) algorithm for oblivious rendezvous problem in heterogeneous CRNs, where

1) there is no universal labelling of the channels; 2) users’ clock are not synchronized; and 3) users have heterogeneous spectrum-

sensing capabilities. Our CMR scheme applies CRT to achieve fast rendezvous. Simulation results show that CMR has better

performance than the previous works.

Index Terms—Channel hopping, cognitive radio networks, multi-radio, heterogeneous, rendezvous
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1 INTRODUCTION

WITH exploding popularity of mobile devices, the unli-
censed spectrum such as Industrial Scientific and

Medical (ISM) band has been overcrowded and hence has
become a scarce resource. On the other hand, it has been
observed that only 15 percent of the licensed spectrum such
as the TV bands are utilized efficiently when the spectrum
is allocated in a static manner [1]. For the efficient use of
licensed spectrum, the concept of cognitive radio has
emerged as a promising technique of dynamic spectrum
access [2], [3], [4], [5], [6]. In cognitive radio networks
(CRNs), unlicensed users, also called secondary users (SUs)
can utilize the temporary unused spectrum opportunisti-
cally without affecting the quality of services of the licensed
users, also called primary users (PUs).

In CRNs, each SU is equippedwith one or multiple cogni-
tive radios (CRs). A CR is an intelligent radio that can be
programmed and configured dynamically. With cognitive
radios, each SU opportunistically identifies and accesses
temporary vacant licensed channels of PUs. Two SUs, when
both are on the same available channel, can establish link
and exchange control information. The process of meeting
and establishing a link on a common channel of two or more
users is referred as rendezvous. Rendezvous, an essential
operation in CRNs, is difficult to implement as SUs do not

aware the presence of each other and their available channels
may be different. Moreover, channels availability changes
dynamically due to the activities of neighboring PUs.

Traditional rendezvous methods have either utilized
centralized controller or dedicated common control channel
(CCC) to accomplish rendezvous. In CCC approaches,
a dedicated common control channel is used for SUs to
exchange the control messages and two SUs can establish a
communication link via their common available channels.
However, CCC has several drawbacks. In addition to scal-
ability problems and security concerns, it is difficult to find
a CCC due to the fluctuations of channel availability.

To overcome the drawbacks of CCC, blind rendezvous is
more applicable to the reality. Channel Hopping (CH) has
emerged as one of themost effective techniques for blind ren-
dezvous. Each SU hops on the available channels of a deter-
ministic CH sequence in order to meet other SUs on the same
channel. The main performance metrics in designing a CH
algorithm are time to rendezvous (TTR) and rendezvous
diversity. Time to rendezvous includes (i) Maximum Time to
Rendezvous (MTTR) and (ii) Expected Time to Rendezvous
(ETTR). There exists a tradeoff between optimizing the
MTTR and the ETTR [7]. The random CH approaches have
better performance in average cases but the MTTR may
be infinite while the sequence-based CH approaches ensure
rendezvous within finite duration at the cost of higher ETTR.
Rendezvous diversity means the number of distinct rendez-
vous channels. Since SUs may have no knowledge of the
available channels of other SUs, in this paper, we want to
maximize the rendezvous diversity in order to reduce
the risk of rendezvous failure due to the appearance of PU
signals [8], [9]. That is, any pair of SUs are required to rendez-
vous on all the commonly available channels.
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Moreover, SUs that would like to rendezvous with each
other may suffer from the following challenges.

i) Asynchronous clock. Synchronous algorithms [6], [10]
assume there exists a synchronous global clock and
beacon messages to make the SUs hop on the same
index of their own CH sequences in the same time
slot. However, it is not practical since time synchroni-
zation is hard to achieve. In asynchronous algorithms
[7], [8], [9], [11], [12], [13], neither synchronous global
clock nor beaconmessages will be used. SUsmay hop
on the same index of their CH sequences in different
time slots, which will make the rendezvous more dif-
ficult and longer the sequence period relatively.

ii) Asymmetric available channels. Since the available chan-
nel sets may be time varying, there are two models of
channel availability often considered in literature:
i) symmetric model, in which all SUs have the same
available channels; and ii) asymmetric model, in
which different SUs have different available channels.

iii) Heterogeneous spectrum-sensing capacity.Homogeneous
rendezvous algorithms [7], [8], [10], [11], [12], [13],
[14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24]
implicitly assume there is a universe spectrum and
each CR can sense and access the whole spectrum.
In the heterogeneous model, various kinds of wire-
less devices are equipped with heterogeneous CRs
whose spectrum-sensing capabilities may be differ-
ent and are unaware of the global channel number.
Some of the existing works [9], [25], [26], [27], [28],
[29], [30] take the lead in designing their rendez-
vous approaches for heterogeneous CRs.

iv) Anonymous information. Some algorithms such as ID-
based algorithms [8], [9], [11], [12], [13], [14] and
role-based algorithms [6], [14], [15], [16] utilize prior
knowledge (SU’s unique IDs and pre-assigned roles) to
achieve fast rendezvous. In the ID-based algorithms,
SUs generate their CH sequences based on their unique
IDs and achieve fast rendezvous. In the role-based algo-
rithms, each SU is assigned a role of sender or receiver
in advance of the rendezvous process. SUs with differ-
ent roles generate the CH sequences by different
algorithms. The role-based algorithms only guarantee
rendezvous between sender-receiver pairs. Neverthe-
less, SUs in distributed environments may not have
any prior knowledge of each other in themost cases.

Traditional rendezvous algorithms implicitly assume
that each SU is equipped with exactly one radio. The
authors of [31] indicated that the popularity of wireless sys-
tems has led to the cost of RF transceivers (radios) whose
prices have fallen dramatically. It is of high possibility that
SUs are allowed to achieve fast rendezvous through multi-
radio in the future. Only small portion of existing works
[14], [22], [23], [24], [28], [29], [30] have designed their ren-
dezvous algorithms for multi-radio.

In this paper, we consider the oblivious rendezvous prob-
lem in heterogeneous CRNs, which is the most challenging
setting of the rendezvous problem [32]. In the heterogeneous
CRNs, we assume that users have asynchronous clocks,
asymmetric available channels, heterogeneous spectrum-
sensing capacity, no pre-assigned roles, no individual

identifiers, different labels of the licensed channels, and no
global channel number, which is a fully distributed environ-
ment. To the best of our knowledge, it is impossible to guar-
antee bounded TTR in the heterogeneous CRNs for any
single-radio algorithm. Based on the Chinese Remainder The-
orem (CRT), multi-radio rendezvous algorithm can have
bounded TTR in the heterogeneous CRNs.

The contributions of our work are summarized as follows:
(1) Based on the CRT, we propose a multi-radio rendezvous
algorithm in heterogeneous CRNs. In previous works, each
SU chooses two primes to implement their multi-radio ren-
dezvous algorithms [28], [29], [30]. Because the MTTR is
related to the size of the primes. By choosing the larger
primes, the longer will be the MTTR. Assuming a user hasm
radios. In our protocol, we can select at most m smaller
primes (repeatable) to construct the CH sequence for multi-
radio instead of two larger primes. To the best of our knowl-
edge, we are the first protocol to use multiple primes on the
multi-radio model. (2) To find the optimal solution of primes
with the minimum average length of primes is an integer-
programming problem and its solution is very time consum-
ing. Thus, we proposed a heuristic algorithm to solve this
problem in polynomial time. In addition, we proposed an
algorithm to construct the CH sequence in multi-radio to
increase the rendezvous probability. (3) Simulation results
show that our scheme has smaller ETTR and MTTR than the
previousmulti-radioworks [22], [28], [29], [30].

The rest of the paper is organized as follows. In Section 2,
we discuss the performance and limitations of existing
multi-radio rendezvous algorithms. In Section 3, we present
our system model, define the rendezvous problem, and
then propose our multi-radio rendezvous algorithm. Simu-
lation results are presented in Section 4 for comparison with
other multi-radio rendezvous algorithms. Finally, Section 5
concludes this paper.

2 RELATED WORKS

TheCHapproaches can be classified according to two criteria,
homogeneous versus heterogeneous, and single-radio versus
multi-radio. Most of the existing CH approaches are homoge-
neous single-radio approaches [7], [8], [10], [11], [12], [13],
[15], [16], [17], [18], [19], [20], [21], which assume that there is
exactly one radio equipped at SUs and SUs have the same
spectrum-sensing capability. It may be noted that an asyn-
chronous homogeneous CH algorithmwith a single radio can
achieve rendezvous no less than N2 time slots in the worst
case, whereN is the total number of channels [8]. In heteroge-
neous case, the homogeneous CH algorithms are not applica-
ble in practice [25]. Recently, several single- radio approaches,
like LS [12], HH [25], ICH [26], and MTP [27] are proposed
to guarantee bounded TTR in the heterogeneous CRNs.
However, the LS assumes that each user has an ID which can
be represented as a unique binary string. The assumption is
not favorable for anonymous users with no explicit IDs in dis-
tributed environments. BothHHand ICH suffer the limitation
that each SU has the capability of sensing a range of consecu-
tive channels. TheMTP assumes that the global channel num-
ber is known,which is not fully distributed.

In this paper, we focus on the multi-radio rendezvous
problem in heterogeneous CRNs. The MTTR of homoge-
neous multi-radio algorithms increases with the number of
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channels N , such as RPS [22]. This implies that the MTTR of
homogeneous algorithms may be large even if only a small
portion of channels are available. On the other hand, the
heterogeneous multi-radio algorithms generate their CH
sequences only based on the available channels and thus
the MTTR increases with the number of available channels
but it is irrelevant to N , such as AMRR [28], MSS [29], and
GCR [30]. In the following, we review the aforementioned
multi-radio CH algorithms.

The authors in [22] first proposed independent sequence
and parallel sequence to generalize the existing single-radio
algorithms to use multi-radio to achieve rendezvous, and
then proposed a new multi-radio algorithm known as the
role-based parallel sequence (RPS). The basic idea of RPS is
to divide m radios into one dedicated radio and m� 1 gen-
eral radios. The m� 1 general radios hop on P channels in
the round-robin manner and the dedicated radio stays on
one channel for dP=ðm� 1Þe time slots and switch to next
channel for the same duration, where P is the least prime
not smaller than the number of global channels N . Assume
that a pair of SUs which want to rendezvous with each other
are equipped withm1 andm2 radios and haveG channels in
common. RPS can guarantee MTTR within OðP ðN�
GÞ=minðm1; m2ÞÞ time slots, which is about Oð1=minðm1;
m2ÞÞ of the optimal single-radio algorithm for homogeneous
CRNs, where m1 and m2 are the numbers of radios
equipped at user 1 and user 2, respectively.

In [28], the authors proposed AMRR which is the only
adjustable algorithm allowing users to choose optimizing
MTTR or ETTR. The design of AMRR is based on RPS, there
are also dedicated and general radios equipped at users.
However, there are two major differences between the
AMRR and RPS. One is that AMRR can adjust the number
of dedicated radios to give better performance on MTTR or
ETTR. From performance analysis and simulations in [28],
AMRR has better performance on MTTR when allocating
half of the radios as the dedicated radios and have better
ETTR when allocating one radio as the dedicated radio. The
second difference is that AMRR can be used in heteroge-
neous CRNs. The MTTR of AMRR is OðmaxððN1=m1Þ2;
ðN2=m2Þ2ÞÞ, irrelative to N , where N1 and N2 are the num-
bers of local available channels of user 1 and user 2,
respectively.

MSS [29] adopts the sunflower sets to generate the CH
sequence for the first radio of user u. The remaining radios
rotate the sequence of the previous radio by 2Pu time slots
one by one, where Pu is the least prime not smaller than the
number of user u’s available channels. MSS has MTTR as
OðmaxðP 2

1P2; P1P
2
2 Þ=m1m2Þ, where P1 and P2 are the small-

est primes not smaller than the numbers of local available
channels of user 1 and user 2, respectively. Though MSS is
designed for heterogeneous CRNs, the MTTR of MSS is pro-
portional to the cube of a number of available channels. The
MTTR increases significantly with the increasing of avail-
able channels. Moreover, MSS has a constraint that two
users cannot start rendezvous process simultaneously, oth-
erwise, they cannot guarantee rendezvous.

The authors in [30] have first derived the lower bound of
MTTR as VðN1N2=m

2Þ when all SUs in the CRN are
equipped with exactly m radios. In addition, the authors
proposed a multi-radio rendezvous algorithm GCR near to

the lower bound, which has the MTTR OðN1N2=m1m2Þ.
First, the mu radios of SU are divided into pairs. In the
sequel, the available channel set Cu is divided into mu=2
subsets and assign each pair of radios a subset. Each pair of
radios selects two primes to generate their CH sequences
based on channels in the subset. However, this algorithm
implicitly constrains the number of radios to be even and
does not utilize the unpaired radio efficiently. In this paper,
we proposed a CRT-based multi-radio rendezvous (CMR)
algorithm, which can have ETTR and MTTR better than pre-
vious works. In our algorithm, we can select multiple
smaller primes (repeatable) to construct the CH sequence
instead of two larger primes. For example, if an SU has the
number of available channels ¼ 16 and number of radios ¼
4, the GCR can select p ¼ 11 and q ¼ 13 to construct its CH
sequence. On the other hand, our algorithm can select four
primes 13, 7, 7, 5 to construct its CH sequence whose aver-
age length of primes is smaller than that of GCR. The MTTR
of the aforementioned multi-radio algorithms and our algo-
rithm are listed in Table 1.

3 CRT-BASED MULTI-RADIO RENDEZVOUS

ALGORITHM

In this Section, we first introduce the system model and
define the multi-radio oblivious rendezvous problem. We
then propose a CRT-based multi-radio rendezvous algo-
rithm (CMR). Finally, the time complexity and MTTR of our
algorithm are analyzed in this Section.

3.1 System Model and Problem Definition

We consider a heterogeneous CRN, where SUs (hereafter
referred to as “users”) may not sense all channels. Let Vu be
the set of all channels sensible by user u and Cu ¼ fcuð0Þ;
cuð1Þ; . . . ; cuðNu � 1Þg � Vu be the set of channels available
to user u, where Nu ¼ jCuj is the cardinality of Cu. User u is
equipped with mu radios to sense the availability of chan-
nels ðmu > 1Þ. The CH sequences of user u is denoted by
Su ¼ fSu;0; Su;1; Su;2; . . .g, where Su;t ¼ fs1u; t; . . . ; smu

u; tg and

siu; t represents that Su hops on channel siu; t on radio i at
time slot t and 1 � i � mu.

Consider the rendezvous problem between any two
users 1 and 2. Assume that users 1 and 2 have at least one
channel in common, i.e., C1 \ C2 6¼ ;. Without loss of gener-
ality, suppose that user 1 starts rendezvous process earlier
than user 2 by d time slots. To cope with slot boundary
misalignment, the information exchange time between
two users can be set to 1=2 d. User 1 and user 2 are said to

TABLE 1
MTTR for Multi-Radio Rendezvous Algorithms

Algorithms MTTR Heterogeneous

RPS [22] Oð P ðN�GÞ
minðm1;m2ÞÞ no

AMRR [28] OðmaxððN1
m1
Þ2; ðN2

m2
Þ2ÞÞ yes

MSS [29] OðmaxðP12P2; P22P1Þ
m1m2

Þ (a) yes

GCR [30] OðN1N2
m1m2

Þ (b) yes

CMR 32N1N2
m1m2

¼ OðN1N2
m1m2

Þ yes

Remarks: (a) only have guaranteed rendezvous when two users do not start
rendezvous process at the same time. (b) m1 and m2 are even.
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rendezvous if there exists a finite t such that S1; tþd\
S2; t 6¼ ;. The minimal t to satisfy the above condition is
called time to rendezvous (TTR).

Our multi-radio rendezvous problem is to design a CH
algorithm such that 8d > 0, user 1 and user 2 always rendez-
vous with each other within some finite time t. In the follow-
ing, we would use the Maximum TTR (MTTR) and Expected
TTR (ETTR) tomeasure howmany time slots for two users to
complete rendezvous in theworst and average cases.

3.2 Rendezvous with Chinese Remainder Theorem

In the following, we illustrate how single-radio users can use
CRT to rendezvous. Then, we apply CRT to design rendez-
vous algorithm formulti-radio users. Suppose that user 1 and
user 2 have available channel sets C1 and C2, respectively.
User 1 has CH sequence (CHS) S1 which contains all channels
in C1, while user 2 has another CHS S2 which contains all
channels in C2. Theorem 1 shows that user 1 and user 2 have
guaranteed rendezvouswhen jS1j is co-primewith jS2j.
Theorem 1. Suppose the CHSs of user 1 and user 2 are S1 ¼

fa0; a1; . . . ; ajS1j�1g and S2 ¼ fb0; b1; . . . ; bjS2j�1g, respec-
tively. If S1 \ S2 ¼ ax ¼ by ¼ c and jS1j is co-prime with jS2j,
then user 1 and user 2 will rendezvous on channel c within
jS1jxjS2j time slots irrespective of the clock drift.

Proof. This theorem can be derived from Chinese Remain-
der Theorem. tu
However, it is impractical to assume the co-primality

constraint on jS1j and jS2j since two users may have no
knowledge of the length of the other user’s CHs in distrib-
uted environment. With the help of multi-radio, the co-pri-
mality constraint can be satisfied by selecting two primes on
a pair of radios such as GCR approach [30]. In our protocol,
we can select at most mu smaller primes (repeatable) to con-
struct the CH sequence for user u instead of two larger
primes in GCR. For a multi-radio user, each radio of the
user is assigned a radio channel hopping sequence (RCHS).
That is, user u equipped with muðmu � 2Þ radios have mu

RCHSs whose lengths are not necessarily the same. To
assure the co-primality of sequence lengths, we have the fol-
lowing two constraints on the RCHSs of each user u.

Constraint 1. The lengths of all RCHSs are prime and there
are at least two different prime lengths for the RCHSs.

Constraint 2. Each channel in Cu must appear in at least
two different RCHSs with different lengths. Thus, the
sum of lengths of the RCHSs of user u is larger than or
equal to 2Nu, where Nu is the number of available chan-
nels of user u.

If constraint 1 and constraint 2 are satisfied, for each user,
the common channel c will appear in two RCHSs with dif-
ferent prime lengths. There must exist one RCHS of user 1
containing channel c and one RCHS of user 2 containing
channel c whose lengths are co-prime with each other. By
theorem 1, they can rendezvous within a finite time. To sat-
isfy constraint 2, the lengths of all RCHSs need to satisfy
Equations (1), (2), and (3).

Theorem 2. Suppose the lengths of the RCHSs of user u consist
of a distinct primes p1; p2; . . . ; pa , and pi appears xi (xi:

nonnegative integer) times, for i ¼ 1 to a. The RCHSs satisfies
constraint 2 if the following equations are true.

Xa
i¼1

xi ¼ mu (1)

Xa
i¼1

pixi � 2Nu (2)

pjxj �
Xa
i¼1

pixi �Nu; for j ¼ 1 to a (3)

Proof. Since the number of radios is mu, Equation (1) must
hold. Each available channel in Cu appears at least twice,
so Equation (2) must hold too. If there exists any j such
that pjxj >

Pa
i¼1 pixi �Nu; then we have Nu >

Pa
i¼1; i6¼j

pixi. Thus, there is at least one available channel in Cu

that cannot appear in two different RCHSs with different
lengths. For example, assume Cu ¼ f0; 1; 2; 3; 4; 5; 6; 7g,
Nu ¼ 8, andmu ¼ 3. If the lengths of three primes are 5, 5,
7, they satisfy Equations (1) and (2) but not Equation (3).
This because prime 7 is smaller than Nu. So, Equation (3)
must hold too. tu
Now, we can construct the RCHSs satisfying constraint 2

as follows if Equations (1), (2), (3) are hold. First, we create
a sequence Du ¼ fduð0Þ; duð1Þ; . . . ; duðL� 1Þg of length L ¼Pa

i¼1 pixi by concatenating Nu available channels, L� 2Nu

random channels, and Nu available channels as shown in
Fig. 1. A random channel can be any available channel in
Cu. The i-th element ofDu is defined as follows.

du ið Þ ¼
cu ið Þ; if 0 � i < Nu;

random channel r; if Nu � i < L � Nu;

cu i� L�Nuð Þð Þ; if L � Nu � i < L

8><
>:

(4)

We can partitionDu into x1 subsequences of length p1; x2

subsequences of length p2, . . . , and xa subsequences of
length pa as shown in Fig. 1a. The distance between two
same available channel c in Du is exactly L�Nu as shown
in Fig. 1b. By Equation (3), the total length of any xi RCHSs
with length pi is always no larger than L�Nu, i.e.,
pixi � L�Nu. So, any channel can appear at most once in
one of the RCHSs of same length pi. In this way, each avail-
able channel must appear in two RCHSs of different lengths
and thus constraint 2 is satisfied.

We can express the Equations (2) and (3) by vector multi-
plications (5) and (7), respectively. Let x ¼ ½x1; x2; . . . ; xa� be

Fig. 1. An example ofDu.
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an unknown a-vector and P ¼ ½p1; p2; . . . ; pa� be a given
a-vector. FromEquation (2), we have the following equations.

PxT � 2Nu: (5)

Let A be an a by amatrix as follows.

A ¼

0 p2 p3 � � � pa
p1 0 p3 � � � pa
p1 p2 0 � � � pa

..

. ..
. ..

. . .
. ..

.

p1 p2 p3 � � � 0

2
666664

3
777775
; (6)

Let b ¼ ½Nu; . . . ; Nu�T be a given a-vector, Equation (3)
can be expressed as Equation (7).

AxT ¼

0 p2 p3 � � � pa
p1 0 p3 � � � pa
p1 p2 0 � � � pa

..

. ..
. ..

. . .
. ..

.

p1 p2 p3 � � � 0

2
666664

3
777775

x1

x2

x3

..

.

xa

2
666664

3
777775
�

Nu

Nu

..

.

Nu

2
6664

3
7775: (7)

So, the equations in Theorem 2 can be rewritten as the
following equivalent simultaneous equations.

Pa
i¼1 xi ¼ mu

PxT � 2Nu

AxT � b

xi � 0 and integral

8>>><
>>>:

: (8)

By Theorem 1, the TTR is always smaller than the prod-
uct of the maximum length of the RCHSs of two users and
the MTTR is proportional to the maximum length of the
RCHSs of user 1 and that of user 2. Moreover, it is obvious
that the ETTR could be smaller if the average length of the
RCHSs

Pa
i¼1 pixi=mu become smaller. To have better perfor-

mance, our object is to minimize the average of the chosen
mu primes and the maximum one. Since searching the opti-
mal solution from a large number of possible combination
of mu primes satisfying Equation (8) is an integer-program-
ming problem, which is hard to obtain the optimal solution.
Thus, we propose a heuristic method to reduce the average
ofmu primes and the maximum one.

3.3 Algorithm Description

In the following, we introduce a CRT-based multi-radio ren-
dezvous algorithm (CMR), which solves the multi-radio
oblivious rendezvous problem. It is worth noting that a user
does not need to run any rendezvous algorithm when the
user is equipped with radios more than the number of avail-
able channels, i.e., mu � Nu. Our CMR algorithm consists of
feasible primes searching algorithm and RCHSs construc-
tion algorithm. In the first algorithm, we findmu primes sat-
isfying Equation (8) as the lengths of mu RCHSs of user u
such that both the maximum and the average of mu primes
are as small as possible. In the second algorithm, we con-
struct the mu RCHSs such that each available channel
appears in at least two RCHSs of different prime lengths.

3.3.1 Feasible Primes Searching Algorithm

In our primes searching algorithm,we selectmu primes (some
of themmay be duplicate) to satisfy Equation (8) and thus we

can construct the RCHSs which satisfy constraint 2. Let the
number of different primes in the mu primes be a ða � 2Þ.
Intuitively, if a is larger, the probability to have a smaller aver-
age ofmu primes is higher. For example,AssumeNu ¼ 15 and
mu ¼ 5. The possible solution of five primes for a ¼ 2 is 11, 11,
7, 7, 7 whose average length is 8.6. The possible solution for
a ¼ 3 is 11, 7, 5, 5, 5 whose average is 6.6. However, the larger
a also spends longer computation time to search for suitable
primes satisfy Equation (8). To have bounded time complex-
ity, we constrain that a must be smaller than a constant Ta.
From the simulation results, the performance of Ta ¼ 4 is
comparable to that of Ta ¼ 5, so we set Ta ¼ 4 for our algo-
rithm. In the following, wewould search a feasible solution of
mu primes for a ¼ 2. Then, we extend the feasible solution
from a ¼ 2 to a solution for a ¼ Ta.

Here, we illustrate how to find a feasible solution for
a ¼ 2. First, we find the smallest two consecutive primes p1
and p2 (p1 > p2) such that dNu=p1e þ dNu=p2e � mu. Since
there are mu radios, we let p1 appears x1 ¼ dNu=p1e times
and p2 appears x2 ¼ mu � x1 (x2 � dNu=p2e) times. In this
way, Equation (8) is satisfied as follows:

x1 þ x2 ¼ mu

PxT ¼ p1x1 þ p2x2 � p1 � Nu

p1

� �
þ p2 � Nu

p2

� �
� 2Nu; and

AxT ¼ 0 p2

p1 0

� �
x1

x2

� �
� Nu

Nu

� �
:

Therefore, we have a feasible solution of mu primes for
a ¼ 2. For example, Nu ¼ 15; mu ¼ 5. We set the ðp1; p2Þ as
(2, 3), (3, 5), (5, 7) and so on to see whether d15=p1e þ
d15=p2e � 5. The smallest two consecutive primes satisfying
the requirement are p1 ¼ 11; p2 ¼ 7, and the occurrences of
the two primes are x1 ¼ d15=11e ¼ 2, x2 ¼ 5� 2 ¼ 3, respec-
tively. The output of five primes for a ¼ 2 are 11, 11, 7, 7, 7.

After we have a feasible solution for a ¼ 2, we can mod-
ify it to a solution of more than two distinct primes such
that the average of the mu primes become smaller than the
feasible solution. Let b be the number of primes smaller
than or equal to p2. We have at most b� 2 primes smaller
than p1 and p2 to reduce the average of currentmu primes of
the feasible solution for a ¼ 2. So, let g ¼ minðb; TaÞ. We
construct a prime list P ¼ ½p1; p2; . . . ; pg �, where p3; . . . ; pg
are prior g � 2 consecutive primes before p2 i.e., pg < � � �
< p2 < p1. Then we construct the corresponding occur-
rence list x ¼ ½x1; x2; . . . ; xg �, where xi denotes the occur-
rence of pi for 1 � i � g. The above feasible solution
(p1 ¼ 11; p2 ¼ 7; x1 ¼ 2, and x2 ¼ 3 )) can be represented
by two g-vectors P ¼ ½p1; p2; . . . ; pg � and x ¼ ½x1; x2; . . . ; xg �,
where xi ¼ 0 8i > 2. To verify Equation (8), we extend the
matrix A from the size 2 by 2 to the size g by g as follows.

A ¼

0 p2 p3 � � � pg

p1 0 p3 � � � pg

p1 p2 0 � � � pg

..

. ..
. ..

. . .
. ..

.

p1 p2 p3 � � � 0

2
66666664

3
77777775
:

And set b ¼ ½Nu; . . . ; Nu�T as a g-vector. It is obvious that

both PxT � 2Nu and AxT � b still hold. For example, let
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g ¼ 4, P ¼ ½p1; p2; p3; p4� ¼ ½11; 7; 5; 3�, x ¼ ½x1; x2; x3; x4� ¼
½2; 3; 0; 0�, b ¼ ½15; 15; 15; 15�T and create A as follows:

A ¼
0 7 5 3
11 0 5 3
11 7 0 3
11 7 5 0

2
664

3
775;

Then we have PxT ¼ 43 � 2Nu and AxT ¼ ½21; 22; 43;
43�T � b.

Starting from the feasible solution for a ¼ 2, we extend it to
a solution for a ¼ 3 by replacing asmany p1 and p2 as possible
with p3 without violating Equation (8). In this case, Equation
(8) holds if and only if both Equations (5) and (7) hold. In next
step, we extend the solution for a ¼ 3 to a solution for a ¼ 4
by replacing asmany p1, p2, and p3 as possiblewith p4 without
violating Equations (5) and (7). We keep this procedure until
the solution is extended to a solution for a ¼ g. For example,
suppose that Cu ¼ f0; 1; 2; 4; 5; 14; 15; 17; 19; 20; 21; 23;
24; 25; 27g; Nu ¼ 15; mu ¼ 5, and Ta ¼ 4.

Fig. 2a shows the steps to extend a solution from
a ¼ 2 to the solution a ¼ 3. We replace one p1 by p3 and
x is reset from [2, 3, 0, 0] to [1, 3, 1, 0]. Since both
PxT � 2Nu and AxT � b hold, we accept this replace-
ment. Then we replace another p1 by p3 and x is reset
from [1, 3, 1, 0] to [0, 3, 2, 0]. It is obvious that setting
x ¼ ½0; 3; 2; 0� violates Equation (7). It also contradicts to
the fact that p1 and p2 are two smallest primes satisfying
dNu=p1e þ dNu=p2e � mu: So, we abort the replacement
and reset x as [1, 3, 1, 0]. Since we cannot replace more
p1 by p3, we try to replace p2 by p3. As a result, we
replace at most two p2 by p3 and x is set as [1, 1, 3, 0].
So the solution of five primes for a ¼ 3 are 11, 7, 5, 5, 5
with P ¼ ½11; 7; 5; 3� and x ¼ ½1; 1; 3; 0�. Fig. 2b shows
the steps to extend the solution for a ¼ 3 to the solution
for a ¼ 4. In this example, we cannot replace any p1 or
p2 by p4 but can replace one p3 by p4. The solution of
five primes for a ¼ 4 can be represented by
P ¼ ½11; 7; 5; 3� and x ¼ ½1; 1; 2; 1�, and the correspond-
ing five primes are 11, 7, 5, 5, 3.

Algorithm 1. Feasible Primes Searching Algorithm

Input:Number of available channel Nu, radio numbermu

Output: mu primes, denoted by prime list P ¼ ½p1; p2; . . . ; pg �
and occurrence list x ¼ ½x1; x2; . . . ; xg �

/		 search for a feasible solution of two primes	/
1. Select p1 and p2 (p1 > p2) as the smallest two consecutive

primes such that dNu=p1e þ dNu=p2e � mu;
2. Let x1 ¼ dNu=p1e, x2 ¼ mu � x1;
3. Let g ¼ minðTa; bÞ, where b is the number of primes smaller

than or equal to p1;
4. Let P ¼ ½p1; p2; p3; . . . ; pg �, where p3; . . . ; pg are consecutive

g � 2 primes before p2 and p1 > p2 > p3 > . . . > pg ;
5. Let x ¼ ½x1; x2; x3; . . . ; xg �, where xi ¼ 0 8i > 2;
/		 extend to a solution of g primes gradually	/
6. Construct an g 
 g matrix A according to (6) and g-vector

b ¼ ½Nu; . . . ; Nu�T ;
7. for i ¼ 3 to g

8. xi ¼ 0;
9. for j ¼ 1 to i� 1
10. while xj > 0
11. xj ¼ xj � 1, xi ¼ xi þ 1;
12. if PxT < 2Nu or AxT < b then
13. xj ¼ xj þ 1, xi ¼ xi � 1;
14. break;
15. end if
16. end while
17. end for
18. end for

Our feasible primes searching algorithm is summarized in
Algorithm 1. In lines 1-5, we search mu primes consisting of
two different primes without violating Equation (8). In lines
6-18, we extend this feasible solution to a solution of a differ-
ent primes gradually. In line 8, we initialize the occurrence of
prime pi as zero. Then, we try to replace the occurrences of
the primes p1; p2; . . . ; pi�1 by pi in order. In the while loop
of lines 10-16, we check if PxT < 2Nu or AxT < b holds. If
false, we continue to replace one occurrence of pj with one
occurrence of pi. If true, we restore the value of xi and xj in
line 13, and exit the while loop.

3.3.2 RCHSs Construction Algorithm

Here, we construct the RCHSs based on Algorithm 1. The
lengths of the RCHSs are mu primes, which consists of g

distinct primes p1; p2; . . . ; pg and each pi has occurrence xi.
Our RCHSs construction algorithm is shown as follows.
First, we construct a sequenceDu by concatenatingNu avail-
able channels in Cu, Lð¼

Pg
i¼1 pixi � 2NuÞ random channels,

and Nu available channels in Cu according to Equation (4).
Second, we partition Du into x1 subsequences of length p1,
x2 subsequences of length p2; . . . ; and xg subsequences of
length pg in order, denoted by S1; S2; . . . ; and Smu , respec-
tively. For example, g ¼ 4; Cu ¼ f0; 1; 2; 4; 5; 14; 15; 17;
19; 20; 21; 23; 24; 25; 27g; mu ¼ 5; P ¼ ½11; 7; 5; 3�; x ¼ ½1;
1; 2; 1�, the lengths of the five RCHSs are 11, 7, 5, 5, 3. We
create Du ¼ f0; 1; 2; 4; 5; 14; 15; 17; 19; 20; 21; 23; 24; 25;
27; r; 0; 1; 2; 4; 5; 14; 15; 17; 19; 20; 21; 23; 24; 25; 27g, where
r denotes a random channel in Cu. The five RCHSs accord-
ing the above example are S1 ¼ f0; 1; 2; 4; 5; 14; 15; 17;
19; 20; 21g; S2 ¼ f23; 24; 25; 27; r; 0; 1g; S3 ¼ f2; 4; 5; 14; 15g;
S4 ¼ f17; 19; 20; 21; 23g, and S5 ¼ f24; 25; 27g.

Fig. 2. The steps to extend the feasible solution of two distinct primes to
the solution of four primes.
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Third, for each Si, we shuffle the elements in Si. That is,
permute the elements in Si randomly. This shuffle proce-
dure is used to reduce the chance that different radios hop
on the same channel at the same time slot. This is because
there may exist many repeat patterns between the RCHSs
on different radios. For example, in the above example,
there is a repeat pattern {2, 4, 5, 14, 15} in the RCHS of S1

(radio 1) and the RCHS of S3 (radio 3). Once radio 1 and
radio 3 hopping to channel 2 in the same time slot, the next
five time slots they both continue hop on the same channels.
To avoid this problem, we launch the shuffle procedure.
After the shuffle procedure, the five RCHSs are S1 ¼
f14; 2; 21; 15; 17; 5; 0; 1; 4; 19; 20g; S2 ¼ fr; 27; 25; 1; 24; 0; 23g;
S3 ¼ f15; 5; 14; 4; 2g; S4 ¼ f19; 21; 23; 20; 17g, and S5 ¼
f27; 25; 24g. The five radios of user u repeatedly hop on the
channels of the five RCHSs as shown in Fig. 3. Each time
user u meets the random channel r, user u randomly hops
on an available channel in Cu.

Our RCHSs construction algorithm is summarized in
Algorithm 2. In line 1, we construct Du. In lines 2-8, we par-
titionDu intomu subsequences S1; S2; . . . ; Smu . In lines 9 -11,
we shuffle every sequence Si, for 1 � i � mu.

Algorithm 2. Construct RCHSs for user u

Input: Available channel set Cu, number of radiosmu, prime list
P ¼ ½p1; p2; . . . ; pg � and occurrences list x ¼ ½x1; x2; . . . ; xg �

Output: RCHSs Si, for 1 � i � mu

1. ConstructDu according to Equation (4);
2. idx ¼ 0; e ¼ 1, g ¼sizeof(P);
3. for i ¼ 1 to g

4. for j ¼ 1 to xi

5. Se ¼ Du½idx; . . . ; idxþ pi � 1�;
6. idx ¼ idxþ pi; e ¼ eþ 1;
7. end for
8. end for
9. for i ¼ 1 tomu

10. Shuffle elements in Si;
11. end for

For example, assume that C1 ¼ f2; 3; 4; 10; 11; 13g; C2 ¼
f0; 4; 5; 7; 8; 12; 19g; m1 ¼ 2; m2 ¼ 3, and Ta ¼ 3. Radios 1
and 2 of user 1 are assigned with RCHSs of lengths 11 and 7
respectively, while Radios 1, 2, and 3 of user 2 are assigned
with RCHSs of lengths 7, 5, and 3, respectively. According
to our algorithms 1 and 2, the common channel 4 appears in
the RCHSs of radio 1 and radio 2 of user 1 and in the RCHSs
of radio 1 and radio 2 of user 2. Since 7 is co-prime with 5,
by CRT, Radio 2 of user 1 can rendezvous with Radio 2 of
user 2 on channel 4 within 35 time slots as shown in Fig. 4.

3.4 Time Complexity Analysis

In Algorithm 1, p1 and p2 are two smallest consecutive prime
numbers such that dNu=p1e þ dNu=p2e � mu, which implies

dNu=p2e þ dNu=p3e > mu. Since p2 > p3, we can derive
2Nu=p3 > mu and thus p3 < 2Nu=mu. By Bertrand-Cheby-
shev Theorem, there exists a prime p such that p3 < p <
2p3 < 4Nu=mu. Note that, p2 is the next prime larger than
p3, so p2 < 2p3 < 4Nu=mu. Similarly, we have p1 < 2p2 <
8Nu=mu. So, it takesOðNu=muÞ time to find a feasible solution
for a ¼ 2. To search a solution for a ¼ g, we need to execute
the replacement operation at most ðg � 2Þmu times, each time
takes Oðg2Þ time to compute if both PxT � 2Nu and AxT � b
hold, which takes Oðg3muÞ time in total. Since g � Ta (Ta is
constant) and we execute this algorithm only when
mu < Nu, it takesOðNuÞ time to find a solution for a ¼ g.

In Algorithm 2, it takes OðLÞ to construct Du and parti-
tion it into S1; S2; . . . ; Smu , where L ¼ Pa

i¼1 pixi. In addition,
we run the modern version of Fisher-Yates Shuffle algo-
rithm to shuffle S1; S2; . . . ; Smu , respectively. The time to
complete the shuffle procedure is OðjS1j þ jS2j þ � � � þ
jSmu jÞ ¼ OðLÞ. Note that L � p1

Pa
i¼1 xi ¼ p1 
mu � 8Nu.

So, the time complexity of the Algorithm 2 is OðNuÞ. Thus,
the time complexity of our CMR algorithm is OðNuÞ.

3.5 Performance Analysis

Below, Theorem 3 further shows that CMR has MTTR ¼
OðN1N2=m1m2Þ and maximum rendezvous diversity
jC1 \ C2j.
Theorem 3. CMR has MTTR ¼ OðN1N2=m1m2Þ and maxi-

mum rendezvous diversity jC1 \ C2j.
Proof. Recall that each available channel will appear in at

least two RCHSs of different prime lengths. So, we
assume the common channel of the two users c 2 C1 \ C2

appears in two RCHSs of user 1 whose lengths are l1;1
and l1;2 ðl1;1 > l1;2Þ. Similarly, suppose c appears in two
RCHSs of user 2 whose lengths are l2;1 and l2;2 ðl2;1 > l2;2Þ.
We consider the following cases. tu
Case 1: l1;2 6¼ l2;2. By Theorem 1, user 1 and user 2 rendez-

vous within l1;2 x l2;2 time slots. By the analysis of time
complexity in Section 3.4, l1;2 < 4N1=m1 and l2;2 < 4N2=m2.
So, theMTTR � 16N1N2=m1m2.

Case 2: l1;2 ¼ l2;2. In this case, it implies l1;1 6¼ l2;2. By Theo-
rem 1, user 1 and user 2 can rendezvous within l1;1 x l2;2 time
slots. It is obvious that l1;1 < 8N1=m1 and l2;2 < 4N1=m1.
So, theMTTR � 32N1N2=m1m2.

Combining the two cases, for each channel c 2 C1 \ C2,
user 1 and user 2 rendezvous on channel c within 32
N1N2=m1m2 time slots. Therefore, CMR has maximum ren-
dezvous diversity within OðN1N2=m1m2Þ time.

4 PERFORMANCE EVALUATION

In this section, we evaluate the proposed algorithm under
multi-radio CRN circumstance and compare it with the

Fig. 3. An example of RCHSs with five radios.
Fig. 4. An example of rendezvous between two multi-radio users.
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state-of-the-arts multi-radio algorithms under various envi-
ronments. Since MSS [29] may not have guaranteed rendez-
vous if they start the rendezvous process at the same time,
we only choose the other heterogeneous multi-radio algo-
rithms AMRR [28] and GCR [30] and one of the representa-
tive homogeneous algorithm RPS [22] for MTTR and ETTR
comparisons. In addition, AMRR allows users to choose to
optimize MTTR or ETTR, so we simulate two versions of
AMRR, one is AMRR with optimized MTTR, which assigns
half of the radios as stay radios, and the other is AMRR
with optimized ETTR, which assigns one radio as stay
radio. We implement RPS, AMRR, GCR and CMR algo-
rithms in the asynchronous and asymmetric environment.
Recall that, GCR only uses pairs of radios for CH. In the fol-
lowing simulations, when a user is equipped with an odd
number of radios, we let the unpaired radio of GCR user
execute the random CH algorithm for fairness. In each time
slot, the unpaired radio randomly hops on an available
channel. Consider the following parameters, the number of
channels in the whole channel set C is N . It is noted that the
parameter N is not necessary for the heterogeneous CRNs
but is essential for homogeneous CRNs. To evaluate the per-
formance of our algorithm, we consider the rendezvous
between two users. The numbers of available channels of
two users are N1 ¼ jC1j and N2 ¼ jC2j, respectively. The
number of common channels between two users is denoted
asG. User 1 and user 2 are equipped withm1 andm2 radios,
respectively. For each set of parameter values, we perform
independent runs and take the maximum/average time as
MTTR/ETTR. The simulation data is in 95 percent confi-
dence interval. Since the confidence intervals of ETTR are
very small in our simulations, the confidence intervals are

not drawn in figures. Because the MTTR is the worst case of
TTR, we only select the largest TTR as the results.

In this section, we introduce a new parameter u, that
defines PUs occupation probability. Each channel in a chan-
nel set C has a probability of u that occupied by PUs. That
is, for each user, each channel in C has a probability of
ð1� uÞ to be sensed as idle. So, N1 and N2 are normally dis-
tributed random variables. According to our simulations,
the performance of Ta ¼ 4 is similar to Ta ¼ 5 but has
lower computation cost than Ta ¼ 5. Therefore, we set
Ta ¼ 4 in the following simulations.

4.1 Impact of the PU Occupation Probability

In this simulation, we vary the PU occupation probability
from 10 � 90 percent ðu ¼ 0:1 � u ¼ 0:9Þ. The number of
global channels N ¼ 80; m1 ¼ 3, and m2 ¼ 5. In Fig. 5a, we
can see that CMRhas the bestMTTRwhen u > 0:2 compared
to the previous works. The MTTR of AMRR with optimized
MTTR is better than CMR on u ¼ 0:2. However, its perfor-
mance of ETTR is worse than CMR. In terms of ETTR, CMR
has the best ETTR when u > 0:3 as shown in Fig. 5b.
Although RPS has better ETTR than CMR when u � 0:3, the
MTTRof RPS isworse thanCMR. In overall, CMRhas the bet-
ter performance of ETTR andMTTR than the previousworks.

4.2 Impact of the Number of Licensed Channels

In this simulation, we vary the number of licensed channels
N from 10 to 100 with fixed u ¼ 0:7; m1 ¼ 3, and m2 ¼ 5. In
Fig. 6a, we can see that CMR has significant improvement
in MTTR. In this simulation, CMR has at least 45 percent

Fig. 5. Performance of MTTR and ETTR with different protocols when
N ¼ 80; m1 ¼ 3, andm2 ¼ 5.

Fig. 6. Performance of MTTR and ETTR with different protocols when
u ¼ 0:7; m1 ¼ 3, andm2 ¼ 5.
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improvement in MTTR compared to the other algorithms.
As expected, the MTTR of AMRR with optimized MTTR
(AMRR (MTTR)) is smaller than that of AMRR with opti-
mized ETTR (AMRR (ETTR)). In terms of ETTR, CMR still
has the smaller ETTR than the previous works as shown in
Fig. 6b. Compared to the other algorithms, CMR has at least
10 percent improvement in ETTR. In addition, AMRR
(ETTR) has better ETTR than AMRR (MTTR).

4.3 Impact of Different Radiosm1 andm2

In this simulation, we fix the number of all licensed channels
N ¼ 60 and PUs occupation rate u ¼ 0:7. We study that
when the total number of radios for two users is fixed (i.e.,
m1 þm2 is constant), how does the allocation of (m1 andm2)
affect the rendezvous performance? We letm1 þm2 ¼ 8 and
simulate three cases: 4 radios versus 4 radios, 3 radios versus
5 radios, and 2 radios versus 6 radios. We denote the three
cases by (4, 4), (3, 5), and (2, 6). Fig. 7a shows that the MTTR
of CMR is stable under the three cases. TheMTTR of all algo-
rithms except CMR and GCR increases as the difference
between m1 and m2 increases. In theory, the MTTR of GCR
and CMR should be inversely proportional to m1m2. How-
ever, GCR has its largest MTTR under the case of (3, 5). This
is because GCR only utilize pairs of radios even with the
help of unpaired radio executing random CH algorithm.
AMRR (MTTR) has the smallest MTTR at (4, 4) and largest
MTTR at (2, 6), which also verifies that theMTTR of AMRR is
inversely proportional to maxðm2

1; m
2
2Þ. Fig. 7b shows that

CMR has the smallest ETTR compared to other algorithms

under the three cases. Since CMR has stable MTTR and
ETTR under different allocations of m1 and m2, CMR is
strongly recommended in the scenario that users are
unaware of the number of radios equipped by each other.

4.4 Impact of the Number of Common Channels

In this simulation, let N ¼ 60; N1 ¼ N2 ¼ N=2; m1 ¼ 3;
m2 ¼ 5 and vary the number of common channels G
between each pair of users. Fig. 8a shows the MTTR of all
algorithms decrease with the increase of the common chan-
nels. Even when G is small, CMR, AMRR (ETTR), and
AMRR (MTTR) can achieve fast rendezvous. Fig. 8b shows
the ETTR of RPS, GCR, AMRR (ETTR), AMRR (MTTR), and
CMR. The CMR still has the smaller ETTR than the other four
algorithms. It is obvious that the MTTR and ETTR decrease
as the number of common channels G increases for all algo-
rithms. Compared to the other algorithms, CMR has at least
50 and 25 percent improvement in MTTR and ETTR, respec-
tivelywhen the number ofG is small than or equal to three.

4.5 Impact of the Different Number of Available
Channels N1 andN2

In the following simulation, we want to know how the
MTTR and ETTR is affected by the difference of available
channels between two users. Let N ¼ 60; m1 ¼ m2 ¼ 4, and
G ¼ 3, vary the number of available channels N1 and N2

with N1 þN2 ¼ N . We randomly choose N1 and N2 avail-
able channels for user 1 and user 2, respectively. Fig. 9a
shows that the MTTR of RPS, GCR, and CMR decreases
with the increasing of jN1 �N2j. However, the MTTR of

Fig. 7. Performance of MTTR and ETTR with different number of radios
m1 andm2.

Fig. 8. Performance of MTTR and ETTR for various common channelsG
withm1 ¼ 3 andm2 ¼ 5.
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AMRR increases with the increasing of jN1 �N2j. This is
because theMTTR of AMRR is proportional tomaxðN2

1 ; N
2
2 Þ.

The MTTR of CMR is the smallest compared to other
algorithms. Fig. 9b shows that the ETTR of all algorithms
decreases with the increasing of jN1 �N2j and CMR has the
shortest ETTR among all algorithms.

5 CONCLUSION

In this paper, we proposed an efficient multi-radio rendez-
vous algorithmCMR to solve the oblivious rendezvous prob-
lem in heterogeneous CRNs. Unlike the algorithms for
homogeneous CRNs, CMR allows SUs to have different
spectrum-sensing capabilities and be unaware of the number
of total licensed channels N . To the best of our knowledge,
we are the first protocol to use multiple primes on multi-
radio in the heterogeneous CRNs. To find the optimal solu-
tion of primes tominimizeMTTR is an integer-programming
problem, we proposed a heuristics algorithm to solve this
problem in polynomial time. The CMR algorithm applies
CRT to guarantee rendezvous and can achieve maximum
rendezvous diversity within OðN1N2=m1m2Þ time. In addi-
tion, the MTTR of CMR is more stable than previous multi-
radio rendezvous algorithms under various environments.
The simulation results show that CMR has the shorter MTTR
and ETTR than the other rendezvous schemes inmost cases.
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