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Coverage and connectivity maintenance is an important research issue in wireless sensor
networks, as sensors are deployed randomly over the monitoring region in large numbers.
In the post deployment scenario, existing coverage or connectivity of the network is dis-
turbed due to predictable or unpredictable death of the nodes and maintenance of the net-
work manually is difficult due to physical condition of the monitoring region. In this paper,
potential connectivity and coverage maintenance algorithms for the wireless sensor net-
works are proposed that let the sensors work alternatively by identifying the redundant
sensing regions in the post deployed scenarios and maintain the network with limited
mobility. Decision of mobility of the nodes among immediate neighbors of a dead node
is totally autonomous and distributed, and it is made to maintain the network without dis-
turbing the existing coverage and connectivity. Performance evaluation of our protocols
shows that the average mobility distance and energy consumption of the nodes are limited
to maintain the coverage and connectivity. Moreover, the proposed algorithms could be
worked for the communication range (Rc) of a node is equal to sensing range (Rs) or for
Rc < 2Rs.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Wireless sensor network (WSN) is a special type of ad
hoc network, where nodes form the network dynamically
without help of any infrastructure. Normally the nodes
are deployed randomly and are supposed to sense a phe-
nomenon, process the collected sensing data in a collabo-
rative manner, and route the results to an end user. For
this, the active nodes of the network have to maintain both
network connectivity and coverage. The network cannot
guarantee the quality of surveillance without sufficient
coverage. Besides, data routing cannot be achieved without
proper connectivity. In wireless sensor networks, sensors
are often intended to work in remote or hostile environ-
ments, such as a battlefield or desert and it is impossible
. All rights reserved.
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to recharge or replace the battery power of the sensors.
Hence, few nodes in the network may be dead due to
exhaustion of battery power making the network uncov-
ered and disconnected. In wireless sensor network, nodes
can be classified into static and mobile nodes. Current re-
search in wireless sensor networks has focused on fixed
sensor networks [8,9] in which nodes are static. Static sen-
sor nodes cannot change position by themselves after their
deployment. On the other hand, mobile sensors can change
their position autonomously, depending on the mission
requirements and are able to dynamically adjust network
topology to improve the performance of sensor networks.

Recent advances in wireless technology with demands
for greater user mobility have provided a major impetus
toward the development of a mobile network architecture
[1,2]. Unlike the existing schemes in which sensors are sta-
tionary, if we deploy mobile sensors in the network such as
a battlefield or environmental monitoring region and let
few nodes move, the degree of coverage and connectivity
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can be improved. Besides, it is more economical and versa-
tile than the existing fixed stationary sensor networks and
redeployment. Due to mobility of sensor nodes, mobile
sensors can change their position depending on the
requirement of the missions. Dynamic adjustment of
the sensor node’s position would change the topology of
the nodes and hence promote the performance of sensor
networks. When sensors are deployed in a disaster envi-
ronment, where human interference is not possible, we
need mobile sensors to accomplish the tasks such as cover-
age and connectivity compensation, location assignment
and node replacement. In a post deployment scenario, it
is possible that some nodes over certain region are de-
stroyed due to intrusion, explosion or due to environmen-
tal factors like heat, vibration and failure of electronic
components or software bugs in the network. In another
scenario, power sources of the nodes may lead death of
the nodes, thus affecting the coverage and connectivity of
the original network. Hence, it is essential to reconfigure
the network by mobile sensors to maintain the connectiv-
ity and coverage, and thereby avoiding the network
partitions.

The large-scale multi-robot systems has been limited
due to size, cost, off-the-shelf hardware platform and com-
plexity of the various robots used. However, recently, sev-
eral researchers have investigated techniques of mobile
sensors, such as MICAbot [3], Mobile Robot [4], CotsBots
[5] and Robomote [6] to obtain better solution for many is-
sues. These mobile sensors are inexpensive and modular
mobile robots built entirely from commercial off-the-shelf
components. These robots provide a convenient platform
on which to investigate algorithms, cooperation, and dis-
tributed sensing in large robot networks. Each robot is
small (13 cm � 6.5 cm base) and costs under US$200. Each
is equipped with on-board processing, radio communica-
tion, and a base platform for mobility. Mobility strategies
have two modes of operation depending on the presence
or absence of a detected target. In absence of a detected
target that is known as the search mode, mobility strate-
gies can also be classified into two groups, i.e. random
and deterministic. In deterministic strategies, the monitor-
ing region could be partitioned a priori into grids and sen-
sor nodes assigned to each grid that becomes the home
area of the node. When a node fails in the deterministic
mobility setting, the remaining nodes need to quickly be-
come aware of the failure and tries to maintain the net-
work. Under random search strategies [7], each node
moves at random and requires minimal coordination,
especially when a node fails and experience graceful deg-
radation in surveillance coverage in that event. Random
mobility can be made somewhat more efficient by adopt-
ing strategies wherein nodes locally repel each other and
are less likely to visit areas very recently visited. In pres-
ence of a detected target such as data acquisition or target
tracking mode, the node that first detects an object be-
comes a coordinator and broadcasts the detection informa-
tion to the rest of the network. Then some nodes
deterministically move toward the target.

The hybrid and hierarchical mobility patterns could also
be devised in which each element of the partition has more
than one node and each node employs a random sweep
pattern within its home area. In this paper, we focus on
wireless sensors with deterministic mobility settings to
maintain the network and propose the limited mobility
based coverage and connectivity algorithms to maintain
the wireless sensor networks dynamically. The main con-
tributions of our work can be summarized as follows.

� We propose the distributed connectivity and coverage
maintenance algorithms (CoCo), in which 1 6 Rc/Rs < 2.
Since, longer communication range is the main
consumer of energy resource, we minimize energy
consumption by using shortest communication range.
� To compensate both coverage and connectivity, though

we propose the mobility based maintenance algo-
rithms, only one-hop neighbors of a dead node are
involved in the mobility process without disturbing
the existing network. Besides, the mobility distance of
those nodes is limited within one hop so that the power
consumption due to mobility is also limited.
� We design algorithms to maintain both communication

and coverage problems of WSN, which are reactive as
well as proactive by nature due to predictable and
unpredictable death of the nodes, respectively.
� Our algorithms are distributed and self organized by

nature and can maintain the network integrity dynam-
ically due to death of nodes at multiple locations.

The rest of the paper is organized as follows. Section 2
describes the related work and motivations behind our
connectivity and coverage maintenance protocols. System
model of our protocols with assumptions and definitions
are given in Section 3. Section 4 describes the limited
mobility connectivity and coverage maintenance (CoCo)
protocols. Performance evaluation of our algorithms and
comparison of our simulation results with state-of-art
algorithms are made in Section 5. Concluding remarks
are made in Section 6 of the paper.
2. Related work and motivations

2.1. Related work

Sensing coverage is a fundamental problem in wireless
sensor networks and has been well studied over past few
years. However, most of the previous works address only
one kind of redundancy, i.e. sensing or communication
alone. The authors in [8,9] address how to combine consid-
eration of coverage and connectivity maintenance in a sin-
gle activity scheduling. In both of the work, it is proved
that the communication range is at least twice of the sens-
ing range. Based on the deployment nature of the wireless
sensor networks, the authors in [10] consider the commu-
nication range is twice of the sensing range, which is the
sufficient condition and tight lower bound to ensure that
complete coverage preservation implies connectivity
among active nodes, if the original network topology is
connected. Though, all of these said works prove sufficient
conditions for the coverage and connectivity, maintenance
of the network due to loss of coverage or connectivity is
not discussed. A distributed coverage-preserving protocol
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based on probabilistic detection model is proposed in [35].
The authors use Voronoi diagram to simplify the coverage
check algorithm and present an approximate algorithm to
evaluate the coverage percentage. However, the authors
consider an arbitrary relationship between Rc and Rs based
on probability, which is impractical.

The RF communication coverage using modulated back-
scattering in wireless passive sensor networks is analyzed
in [32]. It is analyzed that wireless passive sensor networks
designed to operate using modulated backscattering do not
have the lifetime constraints of conventional WSN. In [11],
authors explore the problem of determining the coverage,
provided by non-deterministic deployment of sensors,
using a more realistic probabilistic coverage model. They
investigate the coverage issues in wireless sensor networks
based on probabilistic coverage and propose a distributed
coverage algorithm to evaluate the degree of confidence
in a randomly deployed sensor network. Motivated with
this idea, the authors in [33] propose a probabilistic ap-
proach to compute the covered area fraction at critical per-
colation for each transition of coverage and connectivity.
However, these analysis may be useful only for the rede-
ployment scenario, which is impossible due to geographi-
cal conditions of the monitoring regions such as harsh
terrains. A wireless sensor network k-covers its deploy-
ment region, if every point in its deployment region is
within the coverage ranges of at least k sensors. In [12],
the authors study how the probability of a deployment re-
gion being k-covered by randomly deployed sensors
changes with the sensing radius or the number of sensors.
The work is totally probabilistic in nature and does not
consider the connectivity issues.

The work in [13] addresses the area coverage problem
with equal sensing and communicating radii. Though, they
consider the WSN with equal sensing and communicating
radii, their main goal is to minimize the number of selected
sensors to be either active or sleep and they do not talk
how to manage the connectivity and coverage due to death
of a node. In [14], authors have proposed algorithms with
which mobile sensors can track and converge on a series
of events while also ensuring complete sensor coverage
of their environment. However, it requires a large amount
of computational cost to track all the sensors in the net-
work and to find motion of every other sensor. A mathe-
matical model to describe the redundancy in randomly
deployed sensor networks is proposed in [15], where the
authors present simple formulae to estimate the probabil-
ity that a sensor is completely redundant and to estimate
the average partial redundancy. The theoretical analysis
of the work discusses observation concerning the mini-
mum and maximum number of neighbors that are re-
quired to provide complete redundancy. In [16], authors
investigate the criterion to decide whether a sensor is
redundant, and propose an improved method to deter-
mine, if a sensor is completely covered by its neighbors,
especially for boundary sensors. However, the authors con-
sider that the communication range is less than twice of
the sensing range and do not talk about the network
maintenance.

In [17], nodes only use their sensed information in mak-
ing the decision to move, making it not a cost effective
solution to the coverage problem. In [18], Voronoi concept
is used to discover the existence of coverage holes and a
sensor node compares its sensing disc with the area of its
Voronoi polygon to estimate any local coverage hole. A no-
vel location-free coverage maintenance scheme in wireless
sensor networks that exploits power control and radio con-
nectivity information in constructing sparse structures in
wireless sensor networks is proposed in [19]. They have
studied the coverage property and have established the
connection between area coverage and point coverage
through analysis. However, the connectivity maintenance
has not been included in their study. The problem of
achieving k-coverage in the presence of mobile sensors is
addressed in [20] to guarantee that a particular area is cov-
ered most of the time to a specific degree. However, the
condition of connectivity has not been taken into account
during coverage preservation. A mobility based coverage
maintenance algorithm is proposed in [21]. They propose
how to determine a movement plan for the sensors in or-
der to maximize the sensor network coverage, considering
a fixed and variable distance mobility model, though con-
nectivity model is not designed in their work. A distributed
algorithm for the coordinated coverage fidelity (Co-Fi)
maintenance in sensor networks is proposed in [22], where
the two hop mobile nodes are used to repair the coverage
loss in the area being monitored by it. In their proposal,
decision of mobility is done based on the residual energy
and mobility cost of a node. The dying node notifies the
network of its death, which is not practical for unpredict-
able death. Besides, they use larger communication range
(Rc), where Rc P 2Rs and the two hop neighbors of a dead
node are involved to maintain the coverage, thereby
consuming more energy due to long average mobility
distance.

The coverage hole detection and recovery algorithm for
the coordinate-free sensor networks is proposed in [34]. In
this work, authors design distributed hole recovery algo-
rithms especially for those scenarios with frequent topology
change due to node mobility or unpredictable node failures.
In their proposal, if the hole can be covered by circles of radii
2Rc centered on each of the boundary nodes, it can be recov-
ered by redundant nodes covered by the boundary nodes. A
Dynamic Coverage Maintenance (DCM) scheme is proposed
in [23], which exploits the limited mobility of the sensor
nodes taking (Rc = 2Rs). Though, authors propose a set of
coverage maintenance schemes with help of one-hop neigh-
bors of a dead node, their algorithms do not specify for
unpredictable death of the nodes. A sensor movement
control strategy is proposed in [24], where a commander
controls a cluster of mobile sensors to monitor a target
region ahead of the commander, and in the direction of the
commander’s movement. Once the speed and direction of
the movement of the commander are changed, the new
positions as well as the speed and direction of the sensor
are decided by the algorithm. The commander knows all
the information about the sensors through multihop
communication and connectivity between sensors during
movement is guaranteed. However, the protocol is not
distributed, and average mobility distance of the nodes is
longer. The existing approaches of coverage connectivity
maintenance algorithms with existing challenges and un-



Table 1
Classification of existing approaches and challenges of maintenance problems.

References Existing approaches Drawbacks Existing challenges

Reference 10 Considers Rc P 2Rs, Larger To maintain both
Proposes sufficient conditions communication range coverage and connectivity
of coverage and connectivity with Rc = Rs

Reference 12 Computes coverage Probabilistic in nature, To maintain both
Does not consider coverage and connectivity
connectivity with Rc = Rs

Reference 13 Considers Rc = Rs Does not consider To maintain both
Minimizes number of maintenance, though coverage and connectivity
selected sensors to be considers Rc = Rs due to death of nodes
active or sleep

Reference 16 Considers Rc < 2Rs Investigates To maintain both
redundancy criterion coverage and connectivity

with Rc = Rs

Reference 20 Considers mobility Connectivity is not To maintain coverage
to achieve k-coverage considered during and connectivity, preserving

coverage preservation existing coverage
and connectivity

Reference 21 Considers Rc P 2Rs Larger communication range, To maintain coverage
to maintain coverage, Longer mobility distance, and connectivity with
considers mobility cannot maintain network smaller communication range,
based on residual energy due to unpredictable shorter mobility distance

death of a node and due to death of a node
Reference 23 Considers Rc = 2Rs Larger communication range, To maintain coverage

to maintain coverage, Does not consider connectivity and connectivity with
mobility is limited maintenance, cannot maintain smaller communication range,
within one hop network due to unpredictable shorter mobility distance

death of a node and due to death of a node
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solved problems for mobility assisted coverage and connec-
tivity maintenance are summarized in Table 1.
2.2. Motivations

From the review of several literature, it is observed that
some papers design coverage maintenance algorithms,
whereas few others propose connectivity maintenance is-
sues of WSN. To the best of our knowledge, none of the
work considers the limited mobility model to maintain
both coverage and connectivity, simultaneously. Besides,
most of the works consider that communication range is
greater than or equal to twice of the sensing range. Since,
communication is the main consumer of energy resource
[25], the most different assumption in our work is that
communication range is equal to sensing range (Rc = Rs)
and mobility of the nodes is limited within only one-hop.
Though, short communication range on the other hand
means more nodes should be turned onto maintain the con-
nectivity, it is not suitable for the wireless sensor networks
as nodes are deployed densely and more nodes should be
turned onto guarantee the quality of surveillance. Since,
more nodes should be turned on and are deployed densely;
we feel that larger communication range is not necessary as
it consumes more energy. Moreover, our algorithms can
also be extended to maintain the connectivity and coverage
of the network for Rc < 2Rs. The distinguishing feature of our
work is that the possible mobility distance of the nodes is
determined pro-actively, which can work to maintain the
network either for predictable or unpredictable death of a
node. Since, sensors are deployed in the dense forest or
harsh terrains and redeployment of nodes may be hard or
impossible, our algorithms can maintain the network time
to time remotely and dynamically, which could be accom-
plished by the limited mobility of the nodes.

3. System model

We consider the wireless sensor networks, where nodes
are distributed randomly and densely with higher degree
of neighbors over a squared monitoring region. Each node
is aware of its location through location services [26], is
capable of moving [3–6] and is equipped with digital com-
pass [27] to find the direction. Each node has a unique ID to
be distinguished from others.

3.1. Assumptions and definitions
Assumption 1 (Sensing and communication range). Each
node is equipped with homogeneous sensing and commu-
nication devices. The ratio of communication to sensing
range is 1 6 Rc/Rs < 2. However, our protocols could be
implemented either for Rc = Rs or for Rc < 2Rs at a time.
Assumption 2 (Initial coverage and connectivity). Initially,
the whole network is fully connected and the whole
monitoring region is fully covered. Our algorithms are
proposed to maintain the network, if any node is dead after
deployment.
Assumption 3 (Death of node). An unpredictable death of
a node may happen due to intrusion, explosion or envi-
ronmental factors like heat, vibration and failure of elec-
tronic components or software bugs in the network. A
predictable death of a node may happen due to its energy
exhaustion. Each node knows its initial energy level and
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can keep track of its energy expenditure so that it can
predict its own death in advance. A node is assumed to be
dead if it fails to either sense or communicate.
Definition 1 (Communication disc). The communication
disc of a node is its communication range of radius Rc,
which is centered at the location of an active sensor. As
shown in Figs. 1(a) and (b), the dotted circle represents
the communication disc of nodes. Throughout the paper,
radius of the communication disc is refereed to as commu-
nication range (Rc). For any pair of nodes A and B, Euclid-
ean distance between A and B is denoted as d(A,B),
where Rc 6 d(A,B).
Definition 2 (Sensing disc). The sensing disc of a node is
its sensing range of radius Rs, which is centered at the loca-
tion of an active sensor. Any object present within the
sensing disc of a node can be detected by it perfectly.
Throughout the paper, radius of the sensing disc is refereed
to as sensing range (Rs). As shown in Figs. 1(a) and (b), the
circles with shaded region represent the sensing disc.
Definition 3 (Connecting neighbors). Two nodes A and B
are said to be connecting neighbors, if their Euclidean dis-
tance d(A,B) 6 Rc. As per our assumptions, it is shown in
Fig. 1(a) that Rc = Rs, whereas, Rc < 2Rs as shown in
Fig. 1(b). Hence, nodes A and B are connecting neighbors
in Fig. 1(a), as d(A,B) = Rc, where Rc = Rs. Similarly, node A
and B are connecting neighbors in Fig. 1(b), as d(A,B) < Rc,
where Rc < 2Rs. Besides, as shown in Fig. 1(b), nodes C
and D are connecting neighbors of node B, as they are
located within communication range of B, which is <2Rs.
From this definition, it is clear that a connecting neighbor
is always one-hop neighbor of a node.
Definition 4 (Sensing neighbors). Two nodes A and B are
said to be sensing neighbors, if their Euclidean distance
d(A,B) 6 2Rs. As shown in Fig. 1(a), nodes A and B are sens-
ing neighbors as d(A,B) is =Rs. Similarly, as shown in
Fig. 1(b), nodes B or C is a sensing neighbor of A, as
d(A,B) is <2Rs and d(A,C) is =2Rs. In order to relate sensing
Fig. 1. Example of communication and sensing ra
neighbors with connecting neighbors, it is to be noted that
normally sensing neighbors are located within one or two-
hops from each other. As shown in Fig. 1(b), node B and C
are sensing neighbors of node A, whereas node B is the only
connecting neighbor of node A. Node A and B are one hop
away, whereas node A and C are two hops away from each
other as d(A,C) = 2Rs. In another situation, nodes C and D
are sensing as well as connecting neighbors of B and are
one-hop away from B.
3.2. Problem formulation

In wireless sensor networks, nodes are deployed den-
sely and it is very complex to monitor the mobility of the
nodes. In our protocol, if a node is predictably or unpredict-
ably dead, its one hop neighbors have to move to maintain
the coverage and connectivity dynamically. It is to be
noted that in our protocol, the mobility of the nodes is lim-
ited within one hop without losing their existing coverage
and connectivity. In order to guarantee that the existing
coverage of a node is not lost due to its mobility, we formu-
late thecritical sensing point (CSP) set of each node. Besides,
in order to guarantee that the existing connectivity is not
lost due to mobility of a node, we develop the disjoint
transmission set (DTS) algorithm for each node. The detail
description of each concept is given as follows.

3.2.1. Critical sensing points (CSP) of a node
The critical sensing points (CSP) of a node are the points

of intersection of that node with sensing discs of its sens-
ing neighbors, which satisfy the conditions as follows.

Let, Ns(A) be the set of sensing neighbors of node A such
that jNs(A)j = l and a be the location of node A, and ki be the
location of Ki-th node, where Ki 2 Ns(A), "i = 1,2, . . . , l and
d(aki) 6 2Rs. If S is the set of points of intersection, formed
by nodes Km and Kn with sensing disc of A, where Km,
Kn 2 Ns(A) for m – n, a point p 2 S is said to be a critical
sensing point (CSP) of node A, if p satisfies both of the fol-
lowing conditions:

1. d(pa) 6 Rs

2. "Ki 2 Ns(A), where i = 1,2, . . . , l,d(pki) P Rs.
nge and connecting and sensing neighbors.



Fig. 2. The points p1, p2, p3 and p4, which enclose the one-cover shaded
region are the critical sensing points of A.

Table 2
Algorithm to classify the disjoint transmission sets.

Algorithm 1: Disjoint transmission set (DTS) classification

Notation:
1. ANbr: List of neighbors of node A;
2. Di: ith disjoint transmission set;
3. unclassified_nbr: Set of neighbors who have not been classified
as the members of Disjoint Transmission Set;
4. Disjoint Transmission Set(ANbr)
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For example, as shown in Fig. 2, p1, p2, p3 and p4 are CSP
of A and the shaded region enclosed by these points and
formed by node A with nodes K1, K2, K3 and K4 is always
one-cover. The points q1, q2, q3 and q4 are not CSP, as they
cannot satisfy the first condition. It is to be noted that upon
receiving the flooding message, each node keeps informa-
tion of its two hop neighbors and then finds its critical
sensing points based on the above rule.
5. E :¼ ANbr; /⁄Assigns all neighbors of A to E⁄/
DTS Classification()
1. Initialize i;
2. while: unclassified_nbr – U
/⁄ Checks here if the unclassified neighbor set is NULL or not⁄/
3. do: {
4. Select a node E from unclassified_nbr;
5. unclassified_nbr :¼ unclassified_nbr � E;
/⁄ Updates the unclassified neighbor set⁄/
6. Di: = Di [ E;/⁄ Updates the ith disjoint transmission set⁄/
7. for each node M 2 unclassified_nbr
/⁄ Considers a node M from the set of unclassified neighbors⁄/
8. if ((M \ ENbr – U)k(MNbr \ ENbr – U))
/⁄ ENbr and MNbr are the set of neighbors of node E and M,

respectively⁄/
9. Di: = Di [M;
/⁄ Updates the ith disjoint transmission set⁄/
3.2.2. Disjoint transmission set (DTS) of a node
It is to be noted that for Rc = Rs or Rc < 2Rs, distance be-

tween any two connecting neighbors must be 6Rc. A con-
necting neighbor X of any node A is said to be member of
an ith DTS Di, "i = 1,2,3, . . ., if any one of the following con-
ditions holds.

(1) If X has a common connecting neighbor with other
members of that Di.

(2) If neighbor of X is also a connecting neighbor of A.
(3) If X is the single neighbor of A without having any

common connecting neighbor.
Fig. 3. An example of disjoint transmission set of node A.
As shown in Fig. 3, let us find the DTS of node A. Since,
node B and C have the connecting neighbor L, which is two-
hops away from A, only B and C belong to DTS D1. In an-
other scenario, node E and G are connecting neighbors of
A. Though node F is common neighbor of node E and G, it
is also a connecting neighbor of A. Hence, node E, F and G
belong to the same DTS D2. Node H is a connecting neigh-
bor of node A, without having any common neighbor.
Hence, it belongs to DTS D3. It is to be noted that each node
of the network classifies its connecting neighbors into
member of the DTS. The algorithm for calculating the dis-
joint transmission set is given in Table 2.
3.2.3. Head node of a DTS
Let, Di(A) be the disjoint transmission set (DTS) of node

A, for i = 1,2,. . . ,n. Any node, N 2 Di(A) is said to be a head
node in its DTS, if N is closest to A. For example, as shown
in Fig. 3, the number along each link represents the Euclid-
ean distance between two nodes. Since, B, C 2 D1(A), and
node B is closest to both A, B, hence B is the head node in
D1. Similarly, node F and node H are the head nodes in D2

and D3, respectively.
10. unclassified_nbr :¼ unclassified_nbr �M;
/⁄ Updates the unclassified neighbor set⁄/
11. End of for loop
12. for each node N 2 unclassified_nbr
13. for each node M 2 unclassified_nbr
14. if ((M \ NNbr – U) OR (MNbr \ NNbr – U))
/⁄ Verifies intersection of node M or neighbors of node M with

neighbors of node N⁄/
15. Di: = Di [M;
/⁄ Updates the ith disjoint transmission set⁄/
16. unclassified_nbr: = unclassified_nbr �M;
/⁄ Updates the unclassified neighbors set⁄/
17. end if
18. End of for loop
19. End of for loop
20. Increment i;
21. }
22. End of while loop
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3.2.4. Beacon packet transmission
The packet, which is broadcast among the connecting

neighbors of each node and contains the sender’s ID, loca-
tion information and critical sensing points, one-hop
neighbor’s list and list of head nodes of the sender is
known as beacon packet. The one-hop neighbor’s list in-
cludes the neighbor’s ID, location, whereas the list of head
nodes contains the list of head node’s location information
and available distance for mobility.
4. Connectivity and coverage maintenance protocols

It is to be noted that our coverage connectivity mainte-
nance (CoCo) protocols are used to maintain the network in
the post deployment scenarios. However, in order to main-
tain the network due to unpredictable death of a node,
each node should be proactive as follows. As soon as the
nodes are deployed over the monitoring region, each node
starts calculating its grid id from its location information.
Then, nodes flood beacon packets with their location infor-
mation and grid id to estimate the critical sensing points
(CSP), disjoint transmission set (DTS) and selects the head
nodes in each of its DTS, as per the definitions given in Sec-
tion 3. If a node in the network is dead due to its power
exhaustion (predictable death) or accidentally dead due
to explosion or technical failure (unpredictable death),
connectivity with its neighbors is lost and the existing cov-
erage of the network may be deteriorated, unless it is a
redundant node. Hence, the network should be maintained
with some prior arrangements, taking its Available Dis-
tance(AVD) of mobility, so that nodes can move immedi-
ately as soon as such problem is occurred. For this, we
assume that beacon packets are exchanged periodically
among the one-hop neighbors of each node to know the
location information of the corresponding nodes. Then,
each node starts calculating the AVD in terms of Maximum
Transmission Mobility Distance (MTMD) and Maximum Sens-
ing Mobility Distance (MSMD), as described in the following
subsections.
Fig. 4. (a) D1 and D2 are DTSs of node A and are represented by the dotted curves.
(b) Taking A as a sender and P as a receiver, shortest distance from each head node
P. If A is dead, each of its head nodes can be connected with it. P0 is the new po
4.1. Available Distance (AVD)

The Available Distance (AVD) of mobility of a node is de-
fined as the maximum distance that a node can move with-
out affecting the existing coverage and connectivity and is
calculated as the minimum value between the MTMD and
MSMD. Prior to calculating the AVD, each node forwards
the beacon packet to its connecting neighbors and each re-
ceiver starts calculating MTMD and MSMD without includ-
ing the sender in the calculation procedure. Since, our
algorithms also consider the network maintenance under
unpredictable death of a node, each receiver assumes the
sender as a dead node to calculate its AVD, so that it can
execute the coverage and connectivity maintenance algo-
rithms in case of unpredictable death of that sender.
4.1.1. Calculation of MTMD
The Maximum Transmission Mobility Distance (MTMD) of

a node is defined as the maximum distance that a node can
move from its current position to the position of the sen-
der, which is assumed to be a dead node, such that connec-
tivity is not broken between itself and with all of its head
nodes of its DTSs. Upon receiving the beacon packet, a node
(receiver) reclassifies its head node list and DTSs without
considering the sender. It is obvious that the distance be-
tween each head node and the receiver must be 6Rc, since
they are connecting neighbors. Then, the receiver node
finds points on the line joining the sender to the receiver
such that the point is Rc units away from each of its head
nodes. The distance between the nearest point to the recei-
ver is termed as MTMD of that receiver.

As shown in Fig. 4(a), node A has two different DTSs D1

and D2, and node P has four different DTSs D3, D4, D5 and D6.
When node P receives the beacon packet from A, it assumes
A as the dead node for future use and reclassifies its current
DTSs into three new DTSs without taking A, as shown in
Fig. 4(b). To estimate MTMD, x1, x2 and x3 are taken on
the line PA from the head nodes J, G and R, respectively,
such that Jx1 = Gx2 = Rx3 = Rc. The point x3 is considered
D3, D4, D5 and D6 are the DTSs of P and are represented by the solid curves.
s of P is estimated without taking sender A. (c) PP0 is the required MTMD of
sition of P after mobility.



Table 3
Algorithm to calculate the MTMD of a node.

Algorithm 2: MTMD Calculation

Notation:
1. S: Sender node;
2. R: Receiver node that is going to calculate MTMD;
3. RNbr: Set of neighbors of receiver node R;
4. X: Set of disjoint transmission sets (DTS) of R;
5. Di: i-th DTS of receiver R;
6. NH: Head node;
7. d(A,B): Euclidean distance between any two nodes A and B;
8. Rc: Communication range of any node;
MTMD Calculation (Node R)
1. MTMD :¼1;/⁄ MTMD is initialized to 1⁄/
2. for each set, Di 2 X/⁄ Considers ith DTS from all DTS of R ⁄/
3. for each node, NH 2 Di/⁄ Considers head node of ith DTS⁄/
4. Find a point,x on SR such that d(NH,x) = Rc;
5. if (d(R,x) < MTMD)
6. MTMD :¼ d(R,x);
/⁄ Updates MTMD as the distance between receiver node R

and x⁄/
7. end if
8. end of for loop
9. end of for loop
10. return MTMD;

Table 4
Algorithm to calculate the MSMD of a node.

Algorithm 3: MSMD calculation

Notation:
1. S: Sender node;
2. R: Receiver node that is going to calculate MSMD;
3. RCSP: Set of critical sensing points of node R;
4. d(A,B): Euclidean distance between nodes A and B;
5. Rs: Sensing range of any node;
MSMD Calculation(Node R)
1. MSMD :¼1; /⁄ MSMD is initialized to 1⁄/
2. for each critical sensing point p 2 RCSP

3. Find a point c on SR, such that d(p,c) = Rs;
4. if (d(A,c) < MSMD)
/⁄ Compares MSMD with the distance between a node A and

the point c⁄/
5. MSMD :¼ d(A,c);
/⁄ Updates MSMD as the distance between node A and c⁄/
6. end if
7. end of for loop
8. return MSMD;
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as the new mobility position of node P to move towards A,
since it is min (Px1,Px2,Px3). Hence, MTMD of node P to-
wards node A is estimated as d(Px3), as shown in Fig. 4(c),
which is the maximum distance that P can move so that
the links between nodes J, R and G are not broken. The
algorithm for calculating the MTMD is given in Table 3.
4.1.2. Calculation of MSMD
The Maximum Sensing Mobility Distance (MSMD) of a

node is defined as the maximum distance that a node
can move without introducing any coverage problem in
the existing network. MSMD is estimated by a node that
wants to move due to accidental death of its neighbors
and ensures that the existing coverage is still preserved
and is not affected due to its mobility.

As shown in Fig. 5(a), the shaded region is one-covered
and death of node P creates the coverage hole. When P
Fig. 5. (a) Here, the shaded region is one-covered and death of node P creates th
(b) P estimates its MSMD as PP0 so that its mobility from P to P0 does not affect
receives the beacon packet from its connecting neighbor
A, it estimates its maximum sensing mobility distance to-
wards A, as if A is dead. From each of its CSP, p1, p2, p3

and p4, it finds points c1, c2, c3 and c4, respectively on
the line PA such that p1c1, p2c2, p3c3 and p4c4 are equiva-
lent to Rs. Then, min(Pc1,Pc2,Pc3,Pc4) is considered as the
Maximum Sensing Mobility Distance (MSMD) of P towards
A. As shown in Fig. 5(b), PP0 represents the MSMD of
node P. The algorithm for estimating the MSMD is given
in Table 4.

4.2. The maintenance algorithms

As mentioned earlier, beacon packets are exchanged
periodically among the connecting neighbors of each node.
If a node is going to die due to its energy exhaustion, it
immediately predicts about its death to its connecting
neighbors using the beacon packets. Upon receiving the
beacon packet, the receiver node verifies if any connectiv-
ity or coverage problem may arise due to its death. If a
node does not receive any beacon packet from any of its
e coverage problem. Hence, P estimates its MSMD with respect to its CSPs.
the existing coverage.
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connecting neighbors consecutively for a specific number
of times either due to death of its neighbor or due to com-
munication interferences (In our simulation, we have ta-
ken two times as the limitation, which can have different
value as defined by the user), it assumes the unpredictable
death of that connecting neighbor. Then, it executes the
connectivity and coverage maintenance (CoCo) algorithms
to maintain the network as given below. It is to be noted
that each node keeps the location information of its origi-
nal position. In case of a node incorrectly determines its
connecting neighbor is dead (may be due to communica-
tion interference or failure) and moves to the location of
the dead node to maintain the network, it can move back
to its original location if it finds that its neighbor is alive.
The detail procedures of our network maintenance algo-
rithms are described as follows.
4.2.1. Connectivity maintenance
It is to be noted that the beacon packets are exchanged

among the connecting neighbors of a node periodically and
each node preserves the information in the beacon packet
until it receives the next one. In case of predictable or
unpredictable death of the connecting neighbors, a node
scans information contained in the last beacon packet of
that dead node. From the information of the beacon packet,
if a connecting neighbor does not declare any critical sens-
ing point, instead it declares more than one disjoint trans-
mission set, it implies that it will create communication
problem among its neighbors. Hence, the main goal of
our connectivity maintenance protocol is to reduce the dis-
tance among the head nodes of different DTS so that the
network can be reconnected.

A. Minimum Spanning Tree (MST) Procedure: We use
the minimum spanning tree procedure to minimize the
distance among the head nodes of different DTS, as de-
scribed below.

Step 1: Form a weighted graph taking head nodes of all
DTS of a dead node as vertices and Euclidean dis-
tance between two consecutive head nodes as
weight of each edge.

Step 2: Use Kruskal’s algorithm [28] to construct the min-
imum spanning tree, taking dead node as the root.

Step 3: Each head node, representing the vertex of the
graph should move towards the root such that all
edges of the minimum spanning tree are reduced
to the communication range (Rc). The Required
Mobility Distance (RMD) for any head node P with
respect to another head node S and vice versa is
defined as: R2

c ¼ ðPD� dÞ2 þ ðSD� dÞ2 � 2ðPD� dÞ
ðSD� dÞcosb, where, d is RMD of the head node, b
is angle between node P and S with respect to dead
node D. It is to be noted that one head node can get
location information of another one from the last
beacon packet sent by the dead node, though the
head nodes are not connecting neighbors. A node
may calculate several RMDs, but chooses the lon-
gest one as its final RMD. It is to be noted that
the direction of mobility of each node can be cal-
culated using Eq. 1.
(xi,yi): Location of the connecting neighbor of a dead

node.
(xj,yj): Location of the dead node.

h ¼

tan�1 Dy
Dx ; xj > xi; yj P yi;

tan�1 Dx
Dyþ p

2 ; xj 6 xi; yj > yi;

tan�1 Dy
Dx þ p; xj < xi; yj 6 yi;

tan�1 Dx
Dyþ 3p

2 ; xj P xi; yj < yi;

8>>>>><
>>>>>:

ð1Þ

where Dx = jxj � xij, Dy = jyj � yij.
An example of the connectivity maintenance based on

the Kruskal’s algorithm [28] is given in Fig. 6. As shown
in Fig. 6(a), let P, Q, R and S are head nodes of the dead node
D, who form a complete graph with Euclidean distance
among each pair of head nodes as the weight of each edge
of the graph. The head nodes construct a minimum span-
ning tree, as shown in Fig. 6(b). When node D is dead,
the head nodes of all DTSs of D move towards D such that
the edges of the minimum spanning tree is reduced to Rc,
as shown in Fig. 6(c). Assuming the connectivity among
head nodes is regained after mobility, the Required Mobility
Distance (RMD) is calculated and each head node has to
move up to the distance equivalent to the value of the
RMD. As discussed earlier, since, Available Distance (AVD)
of mobility for each neighbor towards the dead node is
known and each head node calculates other node’s RMD,
it can know if its neighbor who shares same edge with it
has enough AVD or not. If all neighbors of the dead node
have sufficient AVD, the head nodes move towards the
dead node for the required distance and maintain the con-
nectivity as shown in Fig. 6(c), otherwise the head node
goes for executing the Cascading Mobility Procedure, as fol-
lows. The algorithm for calculating RMD of a node for con-
nectivity maintenance is given in Table 5.

B. Cascading Mobility Procedure:
As discussed in the previous subsection, a head node

moves to compensate the connectivity of the dead node
and also needs itself to be connected with its neighboring
head nodes using MST Procedure. However, if its AVD = 0,
it gives up the MST Procedure and turns to Cascading Mobil-
ity Procedure. In this procedure, each head node resets its
RMD as the distance between itself and location of the dead
node. Out of all head nodes, a leader node is selected, which
leads this procedure. A head node having min(RMD � AVD)
is selected as a leader node. If multiple head nodes are hav-
ing same value of (RMD � AVD), head node with least value
of RMD is selected as the leader node. If value of
(RMD � AVD) < 0 for a leader node, it moves to the position
of the dead node without bothering any other nodes, else it
sends a mobility request (MOB_REQ) packet to head nodes
of the leader node in each of its disjoint transmission sets
and to its sensing neighbors, which contains mobility
direction and RMD of the leader node. It is to be noted that
each node in the network has its own DTS, CSP and head
node sets. The sensing and connecting neighbors of the lea-
der node, in each of its disjoint transmission sets receive
the MOB_REQ packet and move to compensate the connec-
tivity loss.

For example, as shown in Fig. 7(a), leader node L has to
lead the cascading mobility. Nodes B, C, E, F and G are
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Fig. 6. (a) Head nodes form a weighted graph with dead node D. The wights represent the physical distance between any two nodes. (b) Head nodes P, Q, R
and S construct the minimum spanning tree. (c) Head nodes P, Q, R and S move towards the dead node D such that the edges of minimum spanning tree is
reduced to Rc, where Rc is 5 units taken in the example.
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connecting neighbors of L, where B and C belong to one of
its DTS with C as their head node and E, F, G are members of
Table 5
Algorithm to calculate the RMD of a node for connectivity maintenance.

Algorithm 4: RMD Calculation for Connectivity

Notation:
1. AVD(i): Available Distance of head node i to move;
2. RMD(i): Required Mobility Distance of head node i;
3. D: Dead node;
4. d(i, j): Euclidean distance between node i and j;
5. b(i, j,D): Angle between head node i and head node j with

respect to the dead node D;
6. Rc: Communication range of each head node;
7. d: RMD of head node i with respect to head node j;
RMD Calculation(i, j,D)
1. for each head node i of dead node D;
2. for each head node j having an edge with head node i;

3. find d such that R2
c ¼ ðdði;DÞ � dÞ2 þ ðdðj;DÞ � dÞ2

�2(Dist(i,D) � d)(Dist(j,D) � d) cosb(i, j,D);
/⁄ Calculates the required mobility distance d⁄/
4. if ((d 6 AVD(i)) and (d 6 AVD(j)))
/⁄ Verifies if the required mobility distance (d) of node i or

node j is
6 available mobility distance of i and j, respectively⁄/
5. RMD(i) = d;
/⁄ Required mobility distance of node i is set to be d ⁄/
6. RMD(j) = d;
/⁄ Required mobility distance of node j is set to be d ⁄/
7. else if ((d P AVD(i)) and (d 6 AVD(j)))
8. RMD(i) :¼ AVD(i) and head node i executes

Cascading Mobility;
/⁄ Required mobility distance of node i is set to be available

mobility distance of node i ⁄/
9. RMD(j) :¼ d;
/⁄ Required mobility distance of node j is set to be d ⁄/
10. else if ((d 6 AVD(i)) and (d P AVD(j)))
11. RMD(i) :¼ d;
/⁄ Required mobility distance of node i is set to be d ⁄/
12. RMD(j) :¼ AVD(j) and head node j executes

Cascading Mobility;
/⁄ Required mobility distance of node j is set to be available

mobility distance of node j ⁄/
13. else if ((d P AVD(i)) and (d P AVD(j)))
14. RMD(i) :¼ AVD(i);
/⁄ Required mobility distance of node i is set to be available

mobility distance of node i⁄/
15. RMD(j) :¼ AVD(j);
/⁄ Required mobility distance of node j is set to be available

mobility distance of node j⁄/
16. Both head nodes i and j execute Cascading

Mobility;
17. end of for loop
18. end of for loop
another DTS of L, with F as their head node. Since, nodes C
and F are connecting neighbors of leader node L, all of them
can receive the MOB_REQ packet forwarded by L and calcu-
late their mobility direction and magnitude. As shown in
Fig. 7(b), head nodes F and C move parallel to the mobility
direction of L. Let, RMD of nodes F and C be RMD(F) and
RMD(C), respectively. Node F moves RMD(F) units to F0 so
that the distance from the new position of node F to the
new position of leader node L is Rc units. Similarly, node
C moves RMD(C) units to C0, so that the distance between
C0 and L is Rc units.

In order to explain the coverage maintenance in cascad-
ing mobility procedure, we display an example, as shown
in Fig. 8(a) and (b). As shown in Fig. 8(a), node P, Q, R
and D are sensing neighbors of L. If L moves towards the
dead node D, the region enclosed by points p1, p2, p3 and
p4 remains uncovered. Hence, goal of cascading mobility
is how to decide the magnitude and direction of the mobil-
ity of the head nodes of a leader node L, if it moves towards
the dead node, so that the connectivity and coverage can
still be maintained.

As shown in Fig. 8(b), since node P, Q and R have to
move parallel to the mobility direction of leader node L,
consider a line starting from p1, whose slope is same as
the mobility direction of L. Then, find a point on the line
such that the distance from that point to the destination
of node L should be equal to Rs. Hence, the distance from
p1 to the new point is termed as the RMD for P, which is
q1 units, as shown in Fig. 8(b). Similarly, q2 is calculated,
taking point p2 and max(q1,q2) is the RMD for node P. This
procedure is repeated for each related nodes to calculate
the RMD for Q and R, estimating q2, q3 and q4 and for find-
ing maximum value among them. It is to be noted that a
node calculates its AVD based on the value of RMD and
mobility direction given in the MOB_REQ packet and sends
back a MOB_RPY packet to the leader node, indicating its
AVD. The node has to move, if it has sufficient AVD i.e. more
than the value of RMD, otherwise, it sends the MOB_RPY
packet with zero AVD. In this case, redeployment of new
nodes in the network is required, as connectivity problem
cannot be solved by any means.
4.3. Coverage maintenance

It is to be noted that beacon packets are exchanged
among the neighbors periodically. If any node of the



Fig. 7. (a) Disjoint Transmission Sets of leader node L, among its connecting neighbors. L has to move to the position of the dead node D. (b) Node F and C are
head nodes in different DTS of leader node L. Hence, both F and C move parallel to the mobility direction of L with RMD(F) and RMD(C) units, respectively, so
that the connectivity between F and L and C and L is not lost.

Fig. 8. (a) Critical sensing points formed by sensing neighbors of leader node L. The region enclosed by CSPs p1, p2, p3 and p4 should not remain uncovered, if
L moves to the position of the dead node D. (b) P, Q and R are the sensing neighbors of L, which move parallel to the mobility direction of L, such that the
critical sensing points p1, p2, p3 and p4 are displaced q1, q2, q3 and q4 units, respectively so that no coverage hole is created.
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network is dead accidentally and unable to exchange the
beacon packets or is going to die, the information received
in the last beacon of the node is scanned. If that beacon de-
clares some critical sensing points, whereas the node has
only one disjoint transmission set, it implies that coverage
hole could be created due to death of that node. In this
case, the head nodes of the dead node execute Coverage
Maintenance Algorithm, as given in Table 6 to estimate
the required mobility distance.

It is to be noted that each head nodes of the dead node
executes the coverage maintenance algorithm and esti-
mates the Required Mobility Distance (RMD) and compares
with its Available Distance (AVD) of mobility. As per the
algorithm, the node having enough AVD has to move to-
wards the location of the dead node. If more than one node
has enough AVD, node having least value of RMD has to
move. If all of the head nodes do not have enough AVD,
node having least value of (RMD-AVD) becomes a leader
node, which executes the Cascading Mobility Procedure. An
example of coverage maintenance algorithm is shown in
Fig. 9. Let, p1, p2, p3, p4 and p5 are the critical sensing points
(CSP) of node D created with neighboring nodes A, B, C, E
and F. If node D is dead, its head nodes A and B have to esti-
mate their RMD. As shown in Fig. 9, find a point c on the
line joining B through D, such that the farthest CSP of D
is equal to sensing range Rs. Thus, Bc is the RMD for node
A. After estimating RMD for each head nodes of D, the
AVD of each head nodes are compared with the respective
RMDs and node having enough AVD has to move towards
the dead node D.

4.4. Theoretical analysis

It is to be noted that in our protocol, the head nodes,
which are one hop neighbors of a dead node should move
toward the location of the dead node to maintain the lost
coverage and connectivity. Accordingly, the head node first
verifies its Available Distance (AVD) of mobility and the re-
quired mobility distance (RMD). Let, aij and rij be the AVD
and RMD of a head node, respectively, where i and j are



Table 6
Algorithm to calculate the RMD of a node for coverage maintenance.

Algorithm 5: Coverage Maintenance

Notation:
1. AVD(i): Available Mobility Distance of node i;
2. RMD(i): Required Mobility Distance of node i;
3. iCSP: Critical sensing point of node i;
4. d(A,B): Distance between node A and node B;
5. Min_RMD: Minimum RMD value among all head nodes;
6. Coverage_Solver: Node that goes to solve coverage problem;
7. Farthest_Distance: Farthest distance from all CSP;
Coverage RMD Calculation ()
1. Min_RMD :¼1;
/⁄ Minimum required mobility distance of a node is set to be
1 ⁄/

2. Coverage_Solver :¼U;
/⁄ Node that goes to solve coverage problem is initialized to U
⁄/

3. for each head node i of dead node D
4. Farthest_Distance :¼ 0; /⁄ Farthest distance is initialized

to 0 ⁄/
for each critical point p in iCSP, find a point c,

on iQ such that d(p,c) = Rs;
5. if (d(i,c) > Farthest_Distance)
6. Farthest_Distance :¼ d(i,c); /⁄Farthest distance is

updated ⁄/
7. end of for loop
8. RMD(i) :¼ Farthesr_Distance; /⁄ Farthest distance is

assigned to RMD ⁄/
9. if (RMD(i) 6 AVD(i) and RMD(i) < Min_RMD)
10. Coverage_Solver :¼ i; /⁄ Node i is set to solve the

coverage problem ⁄/
11. Min_RMD :¼ RMD(i);
/⁄ RMD of node i is set to be the Minimum RMD value for all

head nodes ⁄/
12. end of for loop
13. if (Coverage_Solver – U)
14. if (Coverage_Solver(i) = i
/⁄ If the node that is set to solve the coverage problem is a

head node itself ⁄/
15. RMD :¼Min_RMD;
/⁄ RMD of that node is set to be Minimum RMD value among

all head nodes ⁄/
16. else
17. RMD :¼ 0;
/⁄ RMD of that node is set to be 0 ⁄/
18. else
19. Go for Cascading Mobility Procedure;

Fig. 9. p1 is the farthest critical sensing point of node D. In order to
estimate RMD (B), find a point c on BD from p1 such that p1c ¼ Rs . Hence,
RMD of node B is cB.
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the dead node and head node (one-hop neighbor of a dead
node), respectively. Taking (xi,yi) and (xj,yj) as the location
of a dead node i and its head node j, respectively, the re-
quired mobility distance (rij) of a head node could be calcu-
lated as

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xjÞ2 þ ðyi � yjÞ

2
q

: ð2Þ

From the coverage and connectivity maintenance algo-
rithm, the available distance (aij) of mobility could be cal-
culated as

aij ¼ minfmtj;msjg; ð3Þ

where, mtj and msj are the MTMD and MSMD of the head
node j, respectively. Let a dead node has n head nodes
and coverage probability of each head node be p, which
can be derived as
pðAÞ ¼ p; ð4Þ

where, A is the coverage area of a node. Considering the
coverage disc of a dead node and n number of head nodes,
the effective coverage probability of all (n + 1) nodes can be
calculated as

pðAþ Aþ A . . . ðnþ 1ÞtimesÞ ¼ 1� ð1� pÞnþ1
: ð5Þ

If a node is dead out of those (n + 1) nodes, the effective
coverage probability (peff) of rest n nodes can be calculated
as

peff ¼ pðAþ Aþ A . . . n timesÞ ¼ ð1� pÞ½1� ð1� pÞn�: ð6Þ

Suppose there are n head nodes those who move to main-
tain the coverage and connectivity due to death of a node
and A1,A2,A3, . . . ,An be the coverage area of those n nodes,
respectively. Then the effective coverage area (Aeff) of all
head nodes can be calculated as

Aeff ¼
Xn

i¼1

Ai �
X
i<k

Ai

\
Ak þ

X
i<k<l

Ai

\
Ak

\
Al: ð7Þ

In our protocol, since, Rc = Rs and initially the whole net-
work is connected, Aeff > 0 and therefore nodes must have
enough overlapping area to compensate the coverage and
connectivity. Let, Ad be the coverage area of a dead node,
which may overlap with the head nodes (one-hop neigh-
bors of a dead node). For any head node, if its AVD
(aij) P AMD (rij), there must be coverage overlapping be-
tween each head node with the dead node, which can be
calculated as

Aolp ¼
Xn

i¼1

Ai

\
Ad: ð8Þ

Let, Ar be the required area to be maintained due to death
of a node. Based on our algorithms, the probability of cov-
erage and connectivity maintenance (pm) can be derived as
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pm ¼
0; if aij ¼ 0;
Aolp

Ar
; if 0 < aij < rij;

1; if aij P rij:

8><
>:

ð9Þ

In our protocol, since, a mobile node does not disturb its
existing coverage and connectivity; there will be no further
coverage or connectivity hole in the network. If value of
aij = 0, it implies that there is no larger coverage overlap-
ping among the nodes and therefore redeployment of
few more sensors is necessary.
5. Performance evaluation

5.1. Simulation setups

In order to evaluate the performance of our coverage
and connectivity maintenance algorithms, we have simu-
lated our protocols using ns-2.29. In our simulations,
1000 sensors are deployed randomly over an area of
250m � 250m. A multi-hop and fully connected wireless
sensor network is considered, in which all nodes of the net-
work use the IEEE 802.15.4 [29] CSMA-CA to access the
channel. The simulations are setup according to IEEE
802.15.4 MAC/PHY specification and radio characteristics
of IEEE 802.15.4 compliant product CC2420 [30] along with
AODV routing protocol and TwoRayGround propagation
model. Since, MICAz is a hardware representative of IEEE
802.15.4 platform for TinyOS and widely used today, the
packet length is set to be a constant length of 36 bytes with
reference to the maximum packet length of MICAz specifi-
cation [31]. Once the packet transmission starts, each node
starts sending 1000 packets randomly. As per our assump-
tions of the coverage and connectivity maintenance
algorithms, we have simulated under different communi-
cation range with fixed value of the sensing range. The
sensing range is set to be 10 m. The traffic data rate is kept
as 250 Kbps and beacon packets are sent in every 2 s. In or-
der to justify our assumption, nodes are considered to be
dead in our simulation in two different scenarios.

In the first scenario, a node is dead due to its energy
exhaustion, which is assumed if its energy level reaches
to zero. In order to justify the accidental death of nodes,
few nodes are considered to be dead by selecting them ran-
domly and by switching them off abruptly. Initially, each
node is assumed to have fixed amount of 50 J reserved en-
ergy and energy cost due to mobility is taken as 1 J/m. Be-
sides, a node is assumed to be dead, if it does not receive
continuously two beacons from its neighbors. We first sim-
ulated the residual energy and percentage of alive nodes
for different communication range. The residual energy is
defined as the remaining energy of a node after the energy
consumption due to its mobility. For example, if a node has
100 J as its initial energy and consumes 5 J due to its mobil-
ity, then its residual energy is 95 J. As per our assumption
in the algorithms that 1 6 Rc/Rs < 2, communication range
of the nodes in our simulation is considered to be 10 m
and 15 m, since sensing range of each node is fixed to be
10 m. We have compared our simulation results with sim-
ilar mobility protocols Co-Fi [22] and DCM [23], since both
protocols propose the coverage maintenance due to
limited mobility of nodes. Since, both Co-Fi [22], DCM
[23] consider that Rc P 2Rs, communication range is con-
sidered to be 20 m in order to satisfy the conditions of
these referred protocols and to compare their results with
ours.

In order to simulate the coverage and connectivity
maintenance, and average mobility distance, each node is
given a unique ID seed and time seed, which are used to
generate ID and next generating time, respectively. First,
nodes use time seed to generate the next generating time,
whose values lies between 4 and 20 s. When the generat-
ing time expires, each node uses the ID seed to generate
a random node ID. If the generated ID of a node is same
as its own ID, it sets its residual energy to zero and is as-
sumed to be dead. Hence, nodes in our simulation die in
a probabilistic manner. Since, Co-Fi, DCM and our algo-
rithms are extremely applicable for the death of only one
node at the same time, this arrangement of node lifetime
can promise at most one node dies for the average of
12 s. In our simulation, life time of flooding message for
updating sensing neighbors in Co-Fi is considered as 10
hops and we allow the nodes to send panic message [22]
and to decide about a node that should move before the
death of each node from a fair point of view. We do not de-
ploy any additional node in our simulation, when cascad-
ing mobility is unable to solve the problem. Based on our
algorithms, simulations are run for 20 different topologies.
In order to compare the performance of our algorithms
with DCM, we only consider the condition that Rc = 2Rs,
as it totally complies with its assumptions.

5.2. Simulation results

The simulation results of average residential energy of
all nodes of the network with different communication
ranges, taking Rc = 2Rs and with fixed coverage range of
10 m are shown in Fig. 10 for different intervals of time.
It is observed that the average residual energy in Co-Fi
[22] is least enough as compared to DCM [23] and CoCo.
This is because of the higher communication range of the
nodes and flooding of the panic message [22], as per the
algorithms of Co-Fi. Since, communication range is allowed
to be less than 20 m, as Rc < 2Rs or equal to be 10 m, as
Rc = Rs in CoCo, it is found that the average residential en-
ergy is increased by reducing the communication range.
From Fig. 10, it is to be noted that CoCo outperforms DCM
in terms of energy consumption, and fulfil the same pur-
pose of maintaining the coverage and connectivity through
the limited mobility of nodes. As shown in Fig. 11, we have
also simulated our algorithms and have compared the re-
sults with DCM and Co-Fi, in terms of percentage of alive
nodes with time for various communication range. As we
know, communication is the main source of energy con-
sumption. Since, we have considered the least communica-
tion range as compared to DCM and Co-Fi, we got the most
expected result, which is better than both DCM and Co-Fi.

In order to verify the performance in terms of average
mobility distance of nodes, we present the performance
of CoCo, as shown in Fig. 12, for different communication
range. Since, limited mobility is one of the characteristic
in CoCo, we compare the average mobility distance of CoCo



Fig. 10. Average residual energy for different communication range with
fixed value of sensing range i.e. when Rs = 10 m.

Fig. 12. Average mobility distance vs transmission range, for fixed
Rs=10 m.

Fig. 11. Percentage of alive nodes with time, for different communication
range and fixed value of sensing range i.e. when Rs = 10 m.
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with similar protocols and find that the average mobility
distance of CoCo is extremely less than Co-Fi, which is
not a limited mobility model. In our algorithm, we find that
the average mobility distance is increased, while commu-
nication range is increased. This is because larger the com-
munication range, longer distance the sensor nodes have to
move, when communication problem arise. On the other
hand, with larger communication range, each node could
have more MTMD, which may increase the value of AVD,
for which average mobility distance in CoCo is also in-
creased. DCM allows only one node to move after coverage
hole is appeared, whereas, in CoCo multiple nodes are in-
volved to solve the connectivity problem. Hence, each node
has a least average mobility distance and average mobility
distance in our work is slightly less than DCM, when we
simulate our algorithms taking Rc = 2Rs.

The network coverage deterioration is defined as the
weakening in overall coverage of the network with time.
It is to be noted that the coverage of the network may be
degraded due to death of several nodes. Hence, taking dif-
ferent values of coverage and communication range, our
protocol is simulated and compared with similar coverage
maintenance algorithms. In order to verify the network
coverage deterioration, we have presented our simulation
results in Figs. 13 and 14. In order to get a fair comparison,
we have simulated CoCo taking Rc = 20 m, as both Co-Fi and
DCM consider Rc = 2Rs. As shown in Fig. 13, we can see that
our algorithm has better performance than Co-Fi for certain
period of time i.e. within 50 s and always outperforms
DCM. As shown in Fig. 14, Co-Fi outperforms CoCo for
Rc < 2Rs or Rc = Rs. It is observed that due to less value of
Rc, less percentage of region is covered in CoCo. Obviously,
Rc is correlated to MTMD, and due to reduction in Rc, num-
ber of disjoint transmission sets of a node is increased,
thereby reducing the value of MTMD and AVD, as well.
With less value of AVD, there is high probability that nodes
may be unable to solve the coverage or connectivity prob-
lems. Hence, performance is degraded when Rc is reduced
in CoCo. The better performance of Co-Fi over CoCo is due
to the long average mobility distance of the nodes in
Co-Fi, as they ask the redundant nodes to replace the dead
nodes and thereby their performance is better than ours.
However, the redundancy of nodes in the network may
not happen always and no redundant node may be avail-
able after several replacements of the dead nodes. Besides,
long average mobility distance of a node causes more en-
ergy consumption and thereby death of the nodes at a fas-
ter rate. From this point of view, our algorithm is better
than Co-Fi, as we use limited average mobility distance.

The performance evaluation of CoCo in terms of connec-
tivity maintenance is presented in Figs. 15 and 16. In
Fig. 15, we compare our results with both Co-Fi and DCM,
taking Rc = 2Rs, whereas in Fig. 16, we compare CoCo with
Co-Fi, taking Rc = Rs or Rc < 2Rs, which is not a case in
DCM. As shown in Fig. 15 CoCo outperforms DCM and
worse performs Co-Fi in terms of connectivity, as number
of partitions are increased with time in CoCo. This situation
arises in CoCo, as the number of neighbors is decreased
when Rc is reduced and thereby increasing the probability
of partitions. However, as discussed above, since we do not
consider the redundant nodes to compensate the coverage
or connectivity, we use limited mobility distance of the
nodes to maintain the network, thereby save more node
energy. As shown in Fig. 16, it is observed that CoCo out-
performs Co-Fi in terms of connectivity, either for Rc < 2Rs



Fig. 14. Percentage of coverage deteriorations for Rc = 10 m, 15 m and
Rs = 10 m.

Fig. 16. Possible number of network partitions for Rc = 10 m, 15 m and
Rs = 10 m.

Fig. 15. Possible number of network partitions for Rc = 20 m and
Rs = 10 m.

Fig. 13. Percentage of coverage deteriorations for Rc = 20 m and Rs = 10 m.
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or Rc = Rs. Our proposed algorithms can solve the network
partitions or coverage holes with least energy consump-
tion and least average mobility distance. Besides, our algo-
rithms can outperform in terms of coverage and
connectivity for smaller communication range. As shown
in Fig. 17, the network lifetime is analyzed with average
mobility distance of the nodes taking different values of
communication ranges. Network lifetime is defined as the
duration of time from the initial deployment until when
the sensing coverage or connectivity of the network is lost
due to death of a node. In order to better understand the
effect of smaller and larger communication range on the
network lifetime, we simulated our protocol with the base-
line no replacement policy. The nodes at different locations
are moved to maintain the network as soon as a node is
dead. It is observed that network lifetime decreases with
increase in communication range of a node. Further more,
it is always shorter for longer communication range, irre-
spective of static or mobile nature of the node. For a fixed
value of communication range, the network lifetime is
longer in absence of node mobility, which is indicated in
the figure for average mobility distance=0. Combining the
joint effect of communication range and mobility distance,
it is found that the network lifetime is degraded to a large
extend as shown in Fig. 17.



Fig. 17. Effect of various communication range on network lifetime for different values of mobility distance with fixed Rs = 10 m.
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6. Conclusion

In this work, we design the limited mobility based con-
nectivity and coverage maintenance protocols for the mul-
ti-hop wireless sensor networks. A distinguishing feature
in our work is that communication range is equal to the
sensing range (Rc = Rs) and mobility of nodes in our algo-
rithms is limited within only one-hop neighbors of a dead
node. Besides, our algorithms can also be useful to main-
tain the connectivity and coverage of the network for
Rc < 2Rs. Our protocols can be applicable to unpredictable
death of nodes, such as destruction of nodes due to explo-
sion or technical failures and also work fine for the predict-
able death such as death due to energy exhaustion of the
nodes. We design dynamic maintenance algorithms with-
out disturbing the existing communication and coverage
systems of the network taking 1 6 Rc/Rs < 2, and our lim-
ited mobility of nodes can guarantee the network integrity.
From our performance analysis, it is clear that our algo-
rithms outperform in terms of energy consumption and
average mobility distance as compared to similar algo-
rithms along this direction.
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