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Intreduction(d)

Fhere are a numier off advantages of
Wireless sensor networks: over wired enes
such as

s e3se! off depleyment
s extended range

s fault-telerance

s Self-erganization



Intreduction(2)

BUt there are a few inherent limitations of
Wireless media such as

= lew Bandwidin
= EIror pProne transmissiens
x collision free channel access: reguirements



Intreduction(3)

denve energy: from a personal battery , This limits, the
amount off eneray: available to the nedes

It 1S difficult ter either replace inadividual nedes or thelr
patteries

It IS desirable: to ncrease the: Iongevity of the net-work
and! preferable that all thernodes die togetner so that the
Wihele anea could e replenished by a new: set ofi tiny,
NOJEs

Finding individual dead nodes:and then replacing those
nodes selectively woeuld require preplanned deployment
and eliminate seme advantages ofi these networks



A model of a Sensor Network System

MSN
MSN  [sRES 0 B . 7.
MSN [Pty 00 oF a8 E Base Station




EXAMPLE

he user wouldrexpect to)loe able 1o queny: the network
thAroughl the BS

Temperature sensors; are placed around a factoeny.

pical queries pesead by the user include:

s Report Immediately i the temperature In nerth-east quadrant
goes below 401k

s Retrieve the average temperature in southern guadrant ever the
last 5 hoeurs

n For the next twer hours repert I the temperature goes heyenad
200 E.

s Whichrareas had a temperature betweeni 40 F and 200E in the
past two heurs.



User gueres; three types:

1 Histerical queres
2. One-time gqueny.
3. Persistent



non-critical and time critical data

slightly/ lenger latency for nen-crtical data
IS acceptanble i that Nelps; Increasing
node’s life

gueries for time: crtical data shieuld not e
delayediand shoeuld e handlied
Immediately



Motivation

LEACH

x Anl energy-efificient communication; pretoce!

x employs: a hierarchical clustering domne based 6n
Infiermation’ received by the BS

he BS periedically, changes: hoth the: cluster
member-ship andl the cluster-hiead (CH)

he CHi cellects and agagregates Infiermaton
filreM| SENsers

By retating the: cluster-head: randemiy



Main preblem

NOW,. 1G] Process USEr's query
RoW. tor route needed Information



Queny Handling

he twe ways, off handling quUeres are:

x [lhe senser nodes send a pre-defined set of
data regulany’ ter a centralizead site (BS) and IS
stored il a datahase

s WWhen a user sends any gueny, the aata
satiSiying the gueny is collected on demand



HyBrid Networks

Proactive: Networks
Reactive: Networks

\We propose to comiine the hest features of
preactive andlreactive: NetwWorks by creating a
IHybrd net-work: :

% Sendsi data perodically, aswellras responds to stdden
cChianges In attribuite: values

s called ARTEEN



Sensor Network Medel (1)

assume that allfthe nodes In the: network: are
NOMGYEREGUS and BEQIN Withithe same: inital
Eenergy.

The BS has adeguate: pewer: ter transmit diectly/
10, the SERser NeEUES;, providing a direct pati for
the dewn-link

these sensor Nodesi cannoet always doi this
BEcaUSe: of thelr limited pewer

This stringent energy: constraints; makes
ierarchicall clusternng te be the most suitalkle
Model



Sensorr Network Model
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Sensor Network Model (3)

s cluster heaad aggregates allfuhe data
sent toe It By allfits MmemIErs

ienwards It telIts UPpREN Ievel cluster head
(nede: 1) and so on till the: data reaches
the BS

CHS perfeim fUnctiens that censume moleé
eneray, and terevenly distrlute: energy.
consumption




The main features of such an
architecture

All'the nodes need to transmit enly: te thelr Immediate
cluster-head

Only the cluster head needs torperform additional
computatiens on the data such as aggregation, ete.

he cluster members of a cluster are: mostly’ adjacent to
eachi ether andl sense similar data and are aggregated 1y,
the CH.

CHs at Increasing levels inither hierarchy need to transmit
data over relatively larger distances. Tordistribute; this
consumptien evenly, allfnedes’ take: turns heceming the
CH

Since only the CHs need to know: hew! to route the' data
towards; Its higher level CH or the BS



LEACH

clusters are formed! by the BS hased on the
Infiermatien received alnoult SENSeIS eEnNergy’ and
location; By the Sensors: at the: end of the: cluster
clhiange peried

Since BS) decides, the: cluster heads, It can
appoint a fixed numEer eff NeJEs as, Cluster
neads

Since BS has glokal infermation of the network,
it can eptimally fermi clusters andrevenly
distribute the number of nodes In each cluster



Hylbrd Network Protecol: APTEEN

In" APTEEN once the CHs are decided, n each cluster peried,

the cluster head! first breadcasts the fiellowing parameters
s Attributes(A)
s Thresholds
s Schedule

s Count Time(TC)

TOMA Schedule

and Parameiers 2 Slot for Wode i

/
/  Cluster Formation

i
b Clugter Change Time

Figure 3. Time Line for APTEEN




Important Eeatures

SENding pPeredic data
rfesponds Immediately terdrastic changes

effiers a fiexibility te set the time: interval (IiC)
and the thresholdi values

ERErgy consumption; can be controllied

can emulate a proactive network er a reactive
ek



Queny: Moadeling

flat topoleey. and' cluster-lhased appreach

In a hierarchical cluster, only the CH needs to
agaregate and so It Seems more: efficient

WE' can| form pairs of twe nedes, and make only: ene
NOdE firem| eachipail respond to a quesny;

twWo nedes canl alternately: take: the role of handling
guenes




Moedified TTDMA Schedule (1)

he nedes which listen for the queres
Rave te e always awake

ldler nedes will- have more data tor send i
they receive gueres

Slets| for these: Idie RedES: iave o) e langer
tihian the' slots fielf the sleeping nedes.



Moedified TTDMA Schedule (2)

We: can lave the sieeping nedes send thelr data
first and thenithe idiernedes

Eer example, I adjacent nede aand nede: 4
constitute sleep/idie pair

the critical data can still be sensed’ and
transmitted By nede L Witheut Raving te Walt for
node: &S next slot

henedes can change: thelr reles; midway,
pPetween cluster change times



Modified TDMA Schedule (3)

he CHaggregates all the data andi senads
it 1o, 1ts higher level CH

BS receives the data firom all the CHS, It
extracts the gueries andl the answers fem
the data and' transmits them i down-link

mede, directly torthe senser nodes or the
USEr



Modified TBDMA Sehedule (4)

Different CDMA code! IS used In each cluster toe avoid
Inter-cluster collision

BS should not transmit te the nodes When the nodes, are
transmitting| data ter thend CiHs 1 thell: siots

assigni a separate siot fer the BS and melude It in: the
TDMA schedule

eachl cluster might have: different number off MEmIErs,
leading terdifferent TDMA frame lengtihs



Query Routing(1)

Histoerical QUery/

s [he node that receives this guery transmits It to its CH
In 1ts slot

s CH aggregates all'the data and transmiis It te the BS ai
the end of the' schedule

s BS checks the guery type and retreves the answer

s node gets the answer In a minimum of x and' a
maximum off X + frame-time

Frame Time iy

BS->Nodes

(Nodes receive answer)
Transmils in
its slot

Figure 6. Handling of History queries



Query Routing(2)

One-time: QUery

fome T+

e

x BS->Nodes l ES >Nodes BS->Nodes
T (e A

CH->BS “\_‘ CH->BS
Received Query Transmits in (Al idle nodes Tr isin ¢ (Nodes receive answe

its slot receive query) ol b satsfies query
and answers

Figure 7. Handling of One-time queries




Query Reuting(3)

Persistent QUery.

s [hIS type: of queny is handled alimost exactly
as the ene-time: gueny.

x [hepital delay is the same as that off the
ene-time query

 the delay Is ene: frame-time for the duration
off the gueny.



Performance: Evaluation

100 nodes and: a fixed: hase station
placed randemiy/in the network

All'the nodes start Withran inital energy. of
2



EXperiments

analyze and compare: the: effect of queres
@1 GUIF pPretecol

s AVerage enernay. dissipated

s [fotal number of nedes alive

s Jjotall nUmMeer off data signals received at BS
s Average Delay:



Results(1)
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Figure 8. Comparison of the no. of nodes alive for
LEACH, APTEEN and TEEN




Results(2)
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Figure 9. Comparison of average energy dissipatio
for LEACH, APTEEN and TEEN




Resulits(3)
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Figure 10. Total data received at the BS over time




Results(4)

1600

. Effect of queries on APTEEN




Resulits(5)

TIME(s)

Figure 12. Effect of queries on energy consumption
in APTEEN




Results(6)

APTEEN with
Lambda 0.0167

Figure 13. Effect of queries on the total data re-
ceived




Results(7)

10"

Figure 14. Variation in response time with \




Conclusions

We have ntroducead Hynrid pretecolf ARTEEN
WhICH comBines the est features ofi hoth
preactive andf reactive networks

provide periedic data collectionas Well asinear
real-time Warnings: aneul crticallevenis

OUIr quenry: medel IS suitakle fier a network With
evenly distrilhuted nodes

It can be extended further tor SEnsor Networks
WItHA uneven node distrputions



