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Abstract—Broadcast is an important operation in a mobile ad
hoc network (MANET). Flooding, a straightforward approach,
performs the broadcast. Unfortunately, flooding will not only
cause problems like redundancy, contention, and collision but
may lead to rapid battery exhaustion and reduce the network
lifetime. Hence, how to balance remaining battery energy of
mobile hosts is a critical issue for the MANETS. Our proposed
power-balance broadcast algorithms take the residual battery en-
ergy of hosts into consideration. Each host has a rebroadcast
probability which is determined by its residual power, number of
neighbors, and average residual power of neighbors. Therefore,
the hosts with less energy will have lower probability to broadcast
than those with more energy. We inhibit low energy hosts from
rebroadcasting to balance the host remaining energy and extend
the lifetime of the networks. Simulation results demonstrate that
our approach can balance the remaining battery energy of hosts
and extend network lifetime without scanting the reachability,
even in the environment of high mobility and density.

Keywords: Broadcast, flooding, lifetime, mobile ad hoc
network (MANET), power balance.

I. INTRODUCTION

work, drawbacks such as redundant rebroadcasts, contentions,
and collisions still occur. We refer to the above phenomena
as the broadcast storm problem [7]. A series of recent papers
[3]1[5] [6] [7] [9] have presented plenty of approaches which
try to reduce redundant rebroadcasts and solve the broadcast
storm problem. The solutions can be classified into two cat-
egories. One is sender-based mechanism [3] [6] [10]. The
sender will choose the next transmitter in order to relay the
broadcast message. The other is receiver-based mechanism,
that is, the node which receives the broadcast message deter-
mines whether to rebroadcast or not [7] [9]. However, the
aforementioned solutions omit the power-balance issue. The
probabilistic and thecounter-basedgchemes proposed in [7]
relating to our approach are described below. In the proba-
bilistic scheme, when a host receives a broadcast message for
the first time, the host will rebroadcast the message with a
probability. In the counter-based scheme, a couBterused

to keep track of the number of times that the broadcast mes-
sage is received. A counter threshdiithreshold is chosen.
WhenevelC > C-threshold the rebroadcast is inhibited.

In our power-balance broadcast algorithms, each host de-

Owing to the advance of wireless communications, portable termines a rebroadcast probability according to its remaining

computing devices have made mobile computing possible. Aenergy, number of neighbors, and average remaining energy
MANET consists of mobile hosts that may communicate with ¢ jtg neighbors. Thus, the hosts with more remaining en-
one another and roam around at will. Broadcast, in a MANET, ergy will have higher probability to broadcast than the hosts
is a common operation in applications such as supporting netyyith less remaining energy. We reduce the rebroadcast prob-
work routing protocols and in distributed computing prob- gpjjity of the low energy hosts to balance the remaining en-
lems. Due to host mobility, broadcasting is expected to be grgy of the hosts and extend the network lifetime. Simula-
performed more frequently in environments such as paging ajon results show that, as compared to the flooding method,
particular host, sending an alarm signal, and finding a route tog;; proadcast algorithms improve network lifetime by 40%,
a particular host [1][2][4][8]. _ _ and decrease standard deviation of remaining energy of hosts
In this paper, we assume that mobile hosts in the MANET py, 3504 The rebroadcast ratio is saved about 50%. Our pro-
share a single common channel. Each host is equipped with &,sed algorithms also perform better than the probabilistic and
CSMA/CA (carrier sense multiple access with collision avoid- ¢ounter-based schemes. Even in a high mobility environment,
ance) [11] transceiver. Before transmitting packets, a hostg,, approaches can balance the remaining battery energy of

should confirmiif the mediumiis free during a backoff slot. The the hosts and improve network lifetime with higher reachabil-
broadcast problem has two characteristics. First, the broadyty,

casting is spontaneous. A mobile host can issue a broad-

cast operation anytime. Second, the broadcast is unreliable, The rest of this paper is organized as follows. Section 2 de-
that is, no acknowledgement mechanism will be applied. Al- scribes our power-balance algorithms. The simulation results
though the CSMAJ/CA technique is used in the wireless net- are presented in section 3. Section 4 concludes the paper.



[I. POWER-BALANCE BROADCAST ALGORITHMS higher reachability, say over 80%, we need to keep the aver-

; ; ; age rebroadcast probability of the hosts higher than 0.7 in a
In th I h I h . ) . L= .
n this section, we propose two algorithms to balance the network. The simulation result is shown in Fig. 1. According

residual battery energy of hosts and to prolong the network - )
y 9y P g to host’s remaining battery capacity, we use three energy lev-

lifetime. Our algorithms take the remaining mobile hosts en- I d assian diff tinitial rebroadcast probabilities t h
ergy into consideration and calculate a rebroadcast probabil-esan assign ditterent initiaf rebroadcast probabiiities to eac

ity for the mobile host. First, each host periodically collects level. The initial rebroadcast probability of each host is deter-

the remaining energy of its neighbors. Then, we determine.rnined by the following rules. If the remaining energy of host

the rebroadcast probability of each host based on its remain_’ RE(), is larger than 70%, the rebroadcast probabifiys

. . . . . assigned to 0.9. If 40% RE(i) < 70%, P; is assigned to 0.7.

ing energy and the information collected from its neighbors. . : : .

Low energy hosts will assign low rebroadcast probability to Flnal!y, i tIT\E(I) = 40%’Pé IS adSS|g:1ed tt? ?)ISI Itn %e;eratlj, r\]/ve
forward the broadcast messages. Hence, the hosts with lo an keep the average rebroadcast probabiiity o ©. - and have a

energy can reduce power consumption in broadcasting. igh reachability in a network. The hosts with low energy can

Lower average rebroadcast probability can save more en_decrease their rebroadcast probability and save their battery

. . . energy. Thus, the lifetime of the whole network is extended.
ergy, but will decrease the reachability. Thus, we would like H h habili i d . il
to observe the relationship between the broadcast reachabil- owevlf r, the ref:}c e.lf ! It};] Wlt (Zcr.(taase .|nh§omehspec||a
ities and the rebroadcast probabilities before presenting ou ases. or example, 1T a host and 1tS neighbors have low

algorithms. Our simulation network is created within a 1000 batttery %nir?il thesg hOStﬁ .Wllll be a?3|g|?(ed 0 rl]ovl;/'lrt(abrgad-
m x 1000 m space in a random way-point movement model, €@t Probabilities and resuft in low network reachability. 5o,

: : : we need to raise the rebroadcast probability of these hosts
The broadcasting host is randomly picked and produces theO keep the higher reachability. On the contrary, if a host

message once per second. The transmission radius is 250 rﬁ i : . .
nd its neighbors have higher remaining energy larger than

the transmission rate is 11 Mb/sec, the broadcast packet siz 0%, the rebroadcast probability of these hosts is assigned to
. . . 0,
Is 280 bytes, the maximum speed of the host is 5 m/sec, an ).9. Although the network reachability can keep over 80%, it

the pause time is 30 seconds. The average rebroadcast prob-,

ability of the hosts in a network is assigned to 0.5, 0.6, 0.7, W'” cause br_oadc_ast storm problem and wast_e much energy

0.8, 0.9, and 1.0 (Flooding). Fig. 1 illustrates that the higher in broadcasting since too many hosts would like to _rebroad-

rebroadcast probability will provide higher reachability. The cast (’;he k)troadbcabg'lc_tme?fsgis. ,[Thuihvr\:? rr:eed t(? e.ldJUSt the re-

simulation result also explains that the average rebroadcasproa cast probability of the hosts with high remaining energy
according to the number of neighbors. When the number of

probability should be kept higher than 0.7 to guarantee the™ . . ;
broadcast reachability reaching over 80%. The main goal Of_nelghbors is less thaN.threshold the rebroadcast probabil-

: - ty assignment is hold as before. Otherwise, a square function
ﬁg;tzpa?rzgallg;)sr:isgtmorgzlcin;t?i|itt:]/e remaining battery energy Ots used to smoothly decrease the rebroadcast probability of

the hosts with high remaining energy. A simulation is used
to determine the value df_threshold Fig. 2 illustrates that

1 Wé,ﬂﬁ— if N_thresholdis greater than or equal to 4, the reachability
09 W is over 80%. The higher value ®f_thresholdis, the bigger
08 & chance of a host keeping the high rebroadcast probability is.
07 Since a higheN_thresholdwill spend more battery energy in
o ok broadcasting, the value df_thresholdis set to 4 in our algo-
EE o5 rithms to save the battery energy and keep the network reach-
L oo ability over 80%.
o o rrbatiiey 07| | In the following, we will adjust the initial rebroadcast prob-
' ottty 0.5 ability P; of each host based on the following three cases. In
o DS case 1, when the average remaining energy of the neighbors
ol of hosti is denoted agwg NE(i) < 40%, we assign the new
0 ‘ ‘ ‘ rebroadcast probability?, according to its remaining energy,
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Number of nodes

RE(i). If RE(i) > 70%, P; is kept in 0.9. If 40%< RE(i) <
70%, let P; equal to 0.8. Otherwise?; is raised to 0.7. In
Fig. 1. The reachabilities for various rebroadcast probabilities case 2, when 40%: Avg NE(i) < 70%, the new rebroadcast
probability P; is held as the initial assigned value. In case 3,
whenAvg NE(i) > 70%, the new rebroadcast probabiliy
_ will take the number of neighbors into consideration. If the
A. Algorithm | number of neighbors: N_threshold P; is kept as before. If
To begin with, we would like to define some terms used the number of neighbots N_threshold we use a square func-
in this paper. Let?; be the rebroadcast probability of hast  tion, (3/Neighbor_No(i))°-, whereNeighborNo(i) denotes
andRE(i) be the remaining energy of hastIn order to bal-  the number of neighbors of hostto smoothly decrease the
ance the remaining energy of hosts and to prolong the networkrebroadcast probability ;.
lifetime, we first assign the rebroadcast probability of each Algorithm I:
host according to the host’s remaining energy. To maintain alnitial: Each host periodically collects the remaining energy
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Fig. 3. The rebroadcast probability assignment according to Algorithm I.

of its neighbors and computes the average remaining energy,

Avg_NE(i).
probability P; based on the following rules.

o If RE(i))> 70%, P, = 0.9.

o If40% < RE(i)) < 70%, P, = 0.7.

o If RE(i) < 40%, P; = 0.5.
Step 1: On receiving a broadcast message, the hasticu-
lates a new rebroadcast probabiliy according to the fol-

Each host is assigned an initial rebroadcast the additional coverage is expected to be lower wken-

creases. The authors in [7] have discussed the proper value of
k. If k > 3, the expected additional coverage is below 5%. Al-
gorithm Il combines the idea of Algorithm | and the counter-
based scheme to save the number of redundant rebroadcast.
The rebroadcast is inhibited if a message is received more than
three times. Algorithm Il is explored in detail below.

lowing three cases if the message is received in the first time Algorithm I1: _
Otherwise, the host is inhibited from rebroadcasting the mes-Let RecNo(i) be the number of times the broadcast message

sage.
o Case L:Avg NE(i) < 40%
If RE(i) > 70%, assigrP; = 0.9.
If 40% < RE(i) < 70%, assignP; = 0.8.
If RE(i) < 40%, assigrP; = 0.7.
» Case 2: 40%< Avg_NE(i) < 70%
KeepP; as the initial assigned value.
» Case 3:Avg_NE(i) > 70%
If Neighbor_No(i) < N_threshold P, is held as before.
If Neighbor_No(i) > N_threshold assignP; = P; *
(3/ Neighbor_No)o->.
Step 2: Generate a random numb@N over [0, 1]. IfRN <
P;, rebroadcast the received message; otherwise, drop it.

M is received.

Initial: The rebroadcast probability; is calculated based on
Algorithm 1.

Step 1: On receiving a broadcast messadego to Step 2 if

the message is received in the first time. Otherwise, the host
is inhibited from rebroadcasting.

Step 2: Generate a random numbeN over [0, 1]. IfRN <

P;, go to Step 3; otherwise, drop the message.

Step 3: The host will not rebroadca$tl if RecNo(i) > 3.
Otherwise, rebroadcast the message.

The advantage of Algorithm Il is to balance the remaining
energy among the hosts, reduce redundant rebroadcast, and
keep the higher reachability.

An example to illustrate the operation of Algorithm 1 is
shown in Fig. 3. The number beside each host represents m

- . SIMULATION RESULTS
the remaining battery energy of the host and the dotted cycles

represent the transmission ranges of the hasigs andC. For
hostA, the Neighbor _No(A) =9 > 4 and thedvg _NE(A) =

76% > 70%, SOP4 = P4 * (3/ Neighbor_No(A))%5 =0.404.
For hostB, the Avg_NE(B) = 50% andRE(B)= 70%, thus
Pg is assigned to 0.7. For ho&, Avg NE(C) = 36% <

40% andRE(C)= 40%, we have’- = 0.7.

B. Algorithm Il

We have developed a simulator using Glomosim 2.03[12].
Our simulation network is created within a 1000 m x 1000 m
space with a random way-point movement model. One broad-
cast is requested per second. The broadcasting host is ran-
domly picked. In our simulations, we assume that the trans-
mission radius is 250 m, the transmission rate is 11 M bits/sec,
the broadcast packet size is 280 bytes, the maximum speed of
a host is 5 m/sec, the pause time is 30 seconds, the transmis-
sion power is 3.63 W, and the receiving power is 2.54 W. Each

When a host tries to rebroadcast a message, the messagede’s battery energy is selected at the beginning of the simu-

may be blocked by a busy medium, the back-off procedure, lation, and uniformly distributed between one and two Joules.
and other queued messages. There is a chance for the host to Algorithms | and Il need to periodically broadcast beacons
hear the same message again and again from other hosts b&: order to exchange battery energy among the neighbors. We
fore the host actually starts to transmit the message. A hostassume that each host broadcasts a 64 bytes beacon in every
rebroadcasts a message after receiving the messtges, 10 seconds. Four performance metrics are observed :



« Reachability: The number of mobile hosts that receives
the broadcast message divided by the number of surviv- [ .00
ing hosts. | |B Counter schams
« Network lifetime: We consider two kinds of network life- E;‘ii;‘iﬁ L
times. One is the duration of time till the first node fails
due to all battery exhaustion. The other is the average
lifetime of all the nodes in a network.
« Saved rebroadcast ratio (SRRY)=- t) / r, wherer is the
number of hosts that receive the broadcast message, and s
t, the number of hosts which actually transmit the mes- 0
Sage. 30 100 130 200
« Standard deviation: The standard deviation of the resid- e o et
ual power among the hosts.
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Fig. 5. The network lifetime improvement.

A. Reachability Analysis .
y y we conclude that our approaches have the better network life-

Fig. 4 shows the results of reachability. This simulation to- time than the probabilistic and the counter-based schemes.
tally broadcast 1000 times. The result shows that reachability Fig. 6 jllustrates the surviving rate, the number of survived
increases when network density increases, regardless of whaiodes divided by the total number of nodes, of each broadcast
kind of the algorithms is used. The flooding algorithm has g|gorithm in low-density network of 50 nodes. Algorithm II
the best performance in reachability, reaching nearly 1. Thenas the best surviving rate and Algorithm I is the second one.
second one is counter-based scheme. Counter-based schem@e counter-based scheme has a better surviving rate than the
would not be easily influenced by mobility. The performance propabilistic scheme and flooding. To broadcast by flooding,
of Algorithm | shows that the reachability is above 85% in the first host in the network exhausts battery at 1200 second.

any density of the network. The reachability of Algorithm Il |n Algorithm 1 or Algorithm 11, the first host is dead at 1400
is lower than Algorithm 1. In all network densities, the reach- gecond.

ability of both Algorithm | and Algorithm Il perform better
than the probabilistic scheme with the probability assigned to

0.7. In higher density networks, i.e., 150 hosts and above, the U; S 55 S
reachability of our approach and flooding are very close. The ., \%&,\‘\-\ o sten
o . 0, ’ —&— Probability 0.7 ||
reachability is close to 100%. \ EZ Y Slieaat [
£ o5 T e L
S Teag
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03 Dokl 07 | | Fig. 6. The surviving rate of each algorithm in low-density network with 50
02 —)(—Algonﬂimll nodes.
0'; % Hgeriheall | |
50 160 150 m Fig. 7 demonstrates the surviving rate of each broadcast
hosberof nodes algorithm in high-density network of 200 nodes. Comparing

Fig. 6 to Fig. 7, we find out that the surviving rate of Al-
gorithms | and Il are outstanding in high-density networks.
The counter-based scheme saves many rebroadcasts in high-
density networks because it is easier to receive duplicated
B. Analysis of Lifetime broadcast messages for a host in a higher density networks.
Hence, Algorithm 1l is well-performed in high-density net-
works due to the use of the counter-based scheme.

Fig. 4. The reachability of each algorithm.

Fig. 5 shows the network lifetime improvement for each al-
gorithm compared with flooding. Algorithm | and Algorithm
Il outperform the counter-based and probabilistic schemes as .
the power-balanced scheme is considered. In low-density netC- Saved Rebroadcast Ratio
work of 50 nodes, our two algorithms improve the network  Fig. 8 explores the saved rebroadcast ratio (SRR) of each
lifetime 10% than flooding. The improving rate of Algorithm algorithm. The SRR of Algorithm 1 is 32% in low-density
Il'is 43% in high-density networks with 200 nodes, and the networks (50 nodes) and 42% in high-density networks (200
improving rate is 32% for Algorithm I. The counter-based nodes). The SRR of Algorithm Il is 33% in low-density net-
scheme improves network lifetime from 7% to 26% and the work and 52% in high-density network. The SRR of the prob-
probabilistic scheme improves from 5% to 13%. Therefore, abilistic scheme with the probability assigned to 0.7 in any
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Fig. 7. The surviving rate of each algorithm in high-density network with Fig. 9. The standard deviation of the remaining energy among all hosts.

200 nodes.

IV. CONCLUSIONS

density of network is around 30%. The SRR of the counter- | this paper, we propose two power-balance broadcast al-
based scheme increases in the high-density network. (€.9.gorithms in wireless networks to extend the network lifetime.
the SRR increases from 30% to 43% in the high-density net-yye determine the rebroadcast probability by considering both
works). In high-density networks of 200 hosts, the SRR of xf the remaining energy information and the network density.
the counter-based scheme is a little higher than Algorithm 1. |4 order to prolong the network lifetime, we increase the re-
Finally, we can see that Algorithm Il performs the best in var- proadcast probability of high-energy hosts and decrease the re-
ious network densities. broadcast probability of low-energy hosts to balance the resid-

ual battery energy among all hosts. Compared with the flood-

ing approach, the simulation results show that our proposed
L power-balance broadcast algorithms can improve the network
09 S lifetime to 42%, decrease standard deviation to 35%, and save

half of the rebroadcasts. Regarding the network lifetime, our

algorithms also perform better than the probabilistic and the
counter-based schemes. Our approaches are not only success-
fully balance the battery energy of hosts but can extend the
network lifetime without scanting the reachability, even in the
environment of high mobility and density.
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