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Abstract

The lifetime of a mobile ad hoc network (MANET) de-
pends on the durability of the battery resource of the mobile
hosts. Earlier research has proposed several routing proto-
cols specifically on MANET, but most studies have not fo-
cused on the limitations of battery resource. This study pro-
poses a new energy-aware routing protocol, which can in-
crease the durability of the energy resource and, therefore,
the lifetime of the mobile hosts and the MANET. The pro-
posed protocol can conserve energy by shortening the idle
period of the mobile hosts without increasing the probabil-
ity of packet loss or reducing routing fidelity. Simulation re-
sults indicate that this new energy-conserving protocol can
extend the lifetime of a MANET.

Keywords: Ad hoc networks, energy-conserving, grid,
location-aware, wireless communications.

1 Introduction

A mobile ad-hoc network (MANET) is formed by a clus-
ter of mobile hosts without any pre-designed infrastructure

of the base stations. A host in a MANET can roam and
communicate with other hosts, at will. Two mobile hosts

may communicate with each other either directly (if they
are close enough) or indirectly, through intermediate mobile
hosts that relay their packets, because of transmission power
limitations. A main advantage of a MANET is that it can
be rapidly deployed since no base station or fixed network
infrastructure is required. MANETS can be applied where
pre-deployment of network infrastructure is difficult or im-
possible (for example, in fleets on the oceans, armies on the
march, natural disasters, battle fields, festival grounds, and
historic sites).

Many routing protocols have been proposed for MANET
[1, 2, 3, 4]. Most of them concentrate on the issues like
the packet deliver ratio, routing overhead, or shortest path
between source and destination. In fact, energy-constraints
represent an equally important issue in MANET operations.
Each mobile host that operates in a MANET has a limited
lifetime due to its limited battery energy. Failure of one
mobile host may disturb the whole MANET. Thus, battery
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energy should be considered to be a scarce resource and
an effective energy-conserving technique must be found to
extend the lifetime of a mobile host and, hence, the whole
MANET.

Several studies have addressed energy-constraints. In
[5], a minimum-power tree is established from source
to destination to support broadcast/multicast services.
Rodoplu and Meng [6] proposed a distributed power-
efficient transmission protocol to reduce the power con-
sumption of a mobile host and thus increase the lifetime
of the whole network. In [7], the topology of the whole net-
work is controlled by adjusting the transmission power of
mobile hosts. The goal is to maintain a connected network
using minimum power. Wu, Tseng, and Sheu [8] proposed
an energy-efficient MAC protocol to increase channel uti-
lization and reduce both power consumption and co-channel
interference.

Besides reducing transmission power, the energy of a
mobile host can be conserved by occasionally turning off
its transceiver [9, 10]. As is well known, much power con-
sumption is consumed during transmission and reception
by a mobile host. However, if the transceiver is powered
on, then the power consumption is not reduced much even
through the mobile host is idle [11].

A mobile host still consumes much energy even when
idle. Turning off the transceiver and entering sleep mode
whenever a mobile host is neither transmitting nor receiv-
ing, is a better way to conserve energy. The problem with
turning off the transceiver is that the mobile hosts may
fail to receive packets. Two issues should be addressed
in this energy conservation problem - (1) when should the
transceiver be turned off and (2) how can packet loss be
avoided when the destination host is in sleep mode. A
longer sleep is preferred to conserve energy. That is, the
transceiver should be turned off as soon as possible when
idle. However, long sleeping increases the probability of
losing packets. This work considers these two issues to-
gether, and seeks to maximize energy conservation without
increasing the probability of packet loss.

The proposed protocol, Energy-Conserving GRID (EC-
GRID), exploits the concept of a routing protocol called
GRID [2] while considering the energy-constraints. In
GRID, each mobile host has a positioning device such as
a Global Positioning System (GPS) receiver to collect its
current position. The geographic area of the entire MANET
is partitioned into 2D logical grid. Routing is performed
in a grid-by-grid manner. One mobile host will be elected
as the gateway for each grid. This gateway is responsible
for (1) forwarding route discovery requests to neighboring
grids, (2) propagating data packets to neighboring grids, and
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(3) maintaining routes for each entry and exit of a host in
the grid. No non-gateway hosts are responsible for these
jobs unless they are sources/destinations of the packets. For
maintaining the quality of routes, we also suggest that the
gateway host of a grid should be the one nearest to the phys-
ical center of the grid.

In ECGRID, grid partitioning is the same as in the GRID
routing protocol. The main difference between these two
protocols is that ECGRID considers the energy of mobile
hosts but the GRID does not. For each grid, one mobile host
will be elected as the gateway and others can go into sleep
mode. The gateway host is responsible for forwarding rout-
ing information and propagating data packets as in GRID.
Sleeping non-gateway hosts will return to active mode by
the signaling of the gateway, whenever data have been sent
to them. (Accordingly, the transceiver is not periodically
restarted to check whether data are to be received.)

The goal of this work is similar to that of Span [10] and
GAF [9]. In Span, each mobile host switches between the
coordinator and non-coordinator, according to a ’coordina-
tor eligibility rule”. Span coordinators stay awake contin-
uously to perform packet routing. Span non-coordinators
stay in sleep mode and wake up periodically to check
whether any packets have been sent to them. In GAF, the ge-
ographic area is partitioned into grids as in GRID, and hosts
in the same grid are defined as routing equivalent hosts. In a
grid, one mobile host is active and others can sleep. A host
will set the sleeping duration before it goes to sleep. After
this period of sleeping, the host will wake up to check its
activity.

ECGRID, Span, and GAF are compared as follows. EC-
GRID is superior since hosts need not periodically wake
up from the energy-saving state, unlike in the other two
schemes. In ECGRID, hosts can be awakened by a signal
from the gateway host whenever packets must be sent to
them. This signaling ensures that the probability of packet
loss will not increase because of the power saving opera-
tions of ECGRID. In Span, an ATIM (Ad Hoc Traffic Indi-
cation Map) mechanism is proposed to solve this problem.
GAF includes no way to ensure that a destination host is
active when packets are sent to it. Thus the packets can-
not be delivered to the sleeping destination. In a location-
aware scheme, such as ECGRID or GAF, more energy can
be saved when host density is higher because only one host
(gateway) in a grid is active. As the grid contains more
hosts, each host can take turns to act as the gateway. Thus
the saved power is proportional to host density. On the con-
trary, Span (not location-aware) does not benefit from in-
creasing host density [10].

2 System Environment

The MANET is partitioned into 2D logical grids. This is
exactly the same partition method as described in [2]. Each
grid is a square area of size d x d. Grids are numbered (z, y)
following the conventional (z, y)-coordinate. Each host still
has a unique ID (such as IP address or MAC address). Each
mobile host is made location-aware by being equipped with
a positioning device, such as a GPS receiver, from which it
can read its current location. Then we can easily map the
location information into its grid coordinate.

As mentioned above, each grid is a square of d x d. Let r
be the transmission distance of a radio signal. In this study,
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Figure 1. The architecture of mobile host.

the value of d is chosen as v/2r /3. This value setting means
that a gateway located at the center of a grid can communi-
cate with any gateway in its eight neighboring grids.

The mobile hosts are assumed to have the same power
supply. That is, all the mobile hosts have the same maxi-
mum energy. Each mobile host periodically calculates its
ratio of battery remaining capacity (Rp,c). Rpr is defined
as,

Battery remaining capacity

Rbrc = (1)

Battery full capacity

Battery remaining capacity represents a mobile host’s re-
maining energy while Battery full capacity means a host’s
maximum energy. Three energy levels are defined for each
mobile host, according to this Ry,..: upper level if Ry.. >
0.6; boundary level if 0.2 < Rp,. < 0.6, and lower level
if Ry < 0.2. This classification of remaining energy is
used in the gateway election rules, which will be presented

in next section, o ) )
~ Each host in a MANET is either in active mode. or
in sleep mode A mobile host in active mode can transmit

and receive packets. Only one host (the gateway) is ac-
tive in each grid. Other non-gateway hosts can turn their
transceivers off and enter sleep mode if they do not have
packets to transmit or receive. These non-gateway hosts
need not periodically wake up to check whether any pend-
ing packet is at the gateway. Instead, whenever the gate-
way receives a packet that is sent to a host in sleep mode,
the gateway will actively wake the host up. This method is
made feasible by equipping every host with a device called a
Remotely Activated Switch (RAS) [12], as depicted in Fig.
1. As its name reveals, an RAS module can be used re-
motely to activate a mobile host. This RAS is fulfilled by
radio frequency tags technology. When RAS receives a cor-
rect paging sequence (a set of paging signals), it can turn on
the transceiver and bring the host into active mode. Thus,
if a unique paging sequence is assigned to each host, any
host can be awakened by sending its paging sequence. Note
that the power consumption of RAS is much lower than the
transmitting/receiving power consumption, and can thus be
ignored in energy calculations.

3 The Energy-Conserving Grid Routing Pro-
tocol

A routing protocol called Energy-Conserving GRID
(ECGRID) is proposed. Every mobile host in the network
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must run ECGRID. Each host uses its unique ID as the pag-
ing sequence. One mobile host in each grid will be elected
as the gateway. The gateway host must maintain a host ta-
ble that stores the host ID and status (transmit/sleep mode)
of all the hosts in the same grid. Whenever the gateway
receives a packet sent to a sleeping host, the gateway can
wake up the mobile host by sending the paging sequence
associated with that host.

A gateway may initiate a new gateway election process
when it is leaving the grid, or seeking to maintain the load
balance. To elect a new gateway, all hosts in the same grid
must be in active mode. Each grid has a unique "broadcast
sequence”, which is defined as the coordinate of the grid.
All hosts must move into active mode when they hear the
broadcast sequence. That is, a gateway can wake up all the
hosts in the same grid by sending the broadcast sequence.
And then, a new gateway can be elected according to the
gateway election rules. This new gateway will inherit the
routing table from the original gateway and remains con-
tinuously active. In the meanwhile, the new gateway will
inform its neighbors of the gateway change.

The gateway is responsible for forwarding routing
information and transmitting data packets. It plays the most
important role in our protocol and consumes much energy.
All hosts should take their turn as the gateway to prolong
the lifetime of the network. The election of the gateway
should take the remaining battery capacity and position
into consideration. A gateway with most remaining energy
and nearer the center of a grid is preferred. These two
principles prevent another gateway election from being
triggered soon. The gateway election rules are as follows.

Gateway election rules:

1. A host with higher level of battery remaining capacity
has higher priority

2. Given several hosts with the most energy level, the one
that is closest to the center of the grid will be elected
as the gateway. This rule allows a host that will stay in
the grid for longer, be the gateway.

3. If no gateway can be elected according to steps 1 and
2, then the host with smallest ID (IP address or MAC
address) will be elected as the gateway.

3.1 Gateway Election

The gateway election algorithm is executed distribu-
tively whenever a new gateway is needed, such as when the
network is first initialized or when the gateway host runs
out of energy, moves out of the grid, or turns down because
of an accident.

Gateway election algorithm:

1. Each host in active mode will periodically broadcast its
HELLO message. The HELLO message contains
the following five fields.

(a) id : host ID

(b) grid : grid coordinate

(¢) gflag : gateway flag (set to 1 when the host is
the gateway)

(d) level : remaining battery capacity level (upper,
boundary, or lower)

(e) dist : distance to geographic center of the grid

2. After a HELLO period, which is predefined as the
period for hosts to exchange their H £ L LO messages,
all hosts are supposed to receive the HELLO mes-
sages from neighboring hosts in the same grid. Then,
each host will apply the gateway election rules to de-
cide whether it becomes the gateway.

3. The host will declare itself as the gateway by send-
ing a HELLO message with the g flag set. The gate-
way host is responsible for maintaining the host table,

which is constructed from the id field of the HELLO
messages.

4. All other non-gateway hosts, receiving the HELLO
message from the gateway, will move into sleep mode
if they have no packets to transmit.

3.2 Gateway Maintenance

The correct operation of the gateway is critical in the pro-
tocol. In the following, two aspects of the selection of the
gateway are discussed - the mobility of mobile hosts and the
load balance of mobile host’s battery energy.

Before entering sleep mode, each mobile host will set a
timer to wake up. This timer is set to the estimated dwell
duration over which the host is expected to remain in its
current grid. The estimation depends on the location and
velocity of the host. These two parameters can be obtained
since each host is equipped with a GPS device. When the
timer expires, the host will wake up to see whether it is leav-
ing the current grid. If it is leaving, the non-gateway host
will send a unicast message to the gateway host to update
the routing and host tables. The host must remain active
until it finds another gateway. If it is not leaving, it will
recalculate the dwell duration, set the timer, and then enter
sleep mode again.

Two mobility situations should be addressed.

1. Hosts move into a new grid: Hosts will broadcast
a HELLO message when they move into a new grid. The
gateway host in each grid will also broadcast its H ELLO
message when it hears the HELLO message. After the
gateway’s H ELLO message is received, the new incom-
ing host will decide if it should replace the gateway. In this
situation, only the host with a battery level that is higher
than that of the original gateway can replace the original
gateway. This rule prevents frequent replacement of gate-
ways: such replacement is an overhead of our protocol. If
a gateway must be replaced, then the new gateway will de-
clare itself by sending a H E L LO message with the g flag
set. The original gateway, receiving this H L LO message,
will transmit the routing and host tables to the new gateway.
If no gateway is replaced, then the new incoming hosts will
enter sleep mode to conserve battery energy. If a new host
does not receive any H £ L LO message during a HELLO
period, the new host is in an empty grid and will declare
itself as the gateway.

2. Hosts move out of a grid: The following considers
the case of either a host’s or a gateway’s leaving one grid
and entering another. A gateway must transfer its routing
table to a new gateway before it leaves a grid. The gateway

YF]',F.

COMPUTER
SOCIETY

Proceedings of the 2003 International Conference on Parallel Processing (ICPP’03)
0190-3918/03 $ 17.00 © 2003 IEEE



thus first sends a broadcast sequence to wake up all the hosts
in the same grid. Only sleeping hosts in the same grid will
wake up. After waiting for time, 7, the gateway will declare
its departure by broadcasting a RETIRE(grid, rtab) mes-
sage, where grid represents the grid coordinate of the gate-
way, and rtab represents the routing table. After receiving
this RETIRE message, all non-gateway hosts will store
the routing table, and apply the gateway election algorithm
to elect a new gateway. Then, the new gateway transmits
a HELLO message with the g flag set to inform all the
hosts. If a non-gateway host leaves a grid, it must notify the
gateway about its departure by sending a unicast message to
the gateway. The gateway will update its routing and host
tables after receiving this unicast message.

In addition to host mobility, gateway replacement also
takes place for load balance purpose. All hosts in the same
grid should share the job of the gateway to extend the life-

time of a mobile host and the network. The load balance
scheme presented here releases a gateway from its gate-

way job when its battery level changes, i.e., from upper to
boundary, or from boundary to lower. The process by which
a gateway quits its duty is the same as the process which is
necessary when a gateway leaves a grid. A gateway will
also quit its responsibility when it is going to exhaust its en-
ergy resource. That is, if a host is elected as the gateway
with a lower battery level, it will act as the gateway until its
battery is empty. Of course, the gateway will issue a broad-
cast sec%uence and a RETTRE message before its battery
runs out.

In case a gateway is down because of an accident and the
RETIRFE message is not issued in time, the no-gateway
event is occurred. Such a no-gateway event can be detected
by a host when one of the following three situations happen:
1) an active host within the same grid has not received the
gateway’s H ELLO message longer than the regular inter-
val, 2) a sleeping host awakes to transmit but does not get
any response from the gateway, and 3) a host moving into
the grid does not receive the gateway’s returning H ELLO
message after sending its H £ LLO message. Once a no-
gateway event is detected, the gateway election algorithm
will be triggered.

3.3 Route Discovery and Data Delivery

In ECGRID, the routing table is established in a grid-by-
grid manner, instead of in a host-by-host manner. There-
fore, only the gateway is needed to maintain the rout-
ing table. Our ECGRID is an extension GRID (which is
modified from AODV protocol [3]) by considering energy-
conservation. The gateway is the only host in a grid that
is responsible for the routing discovery procedure. Pack-
ets sent to a sleeping host are buffered at the gateway while
the destination host is sleeping. Then, the gateway is re-
sponsible for waking up the destination host and forward-
ing these buffered data packets to it. If a sleeping host, S,
must send data, it will wake up and send an acquire mes-
sage ACQ(gid, D) to inform the gateway, where gid rep-
resents its grid coordinate, and D represents the destination
host. The gateway of .S will respond with a H ELLO mes-
sage and start the routing discovery procedure after receiv-
ing this AC'Q) message. Thus, host .S can send data through
the gateway to the destination. This handshaking is required
since the gateway may be changed when a non-gateway host
is sleeping.

When a source host, S, needs a route to a des-
tination host, D, it will broadcast a route request,
RREQ(S, s_seq, D, d_seq, id, range) packet to request a
route to D. The pair (S, id) can be used to detect duplicate
RREQ packets from the same source, .S, avoiding endless
flooding of the same request. The source sequence num-
ber, s_seq, represents the freshness of a reverse route from
the destination to the source, and the destination sequence
number, d_seq, indicates the freshness of the route from the

source to the destination. The freshness information is used
to determine whether a route is acceptable. The parame-

ter, range, confines the area of search to where only the
gateways within the area will participate the route search-
ing procedure from S to D. The searching area limits the
broadcast packets and thus alleviates the broadcast storm
problem [13]. Several ways of confining the searching area
have been presented in [2]. Routes may fail to exist in the
searching area. In such a situation, another round of route
searching should be initialized to search all areas for a route.
Notably, a global search for a route is also needed when the
source does not have location information concerning the
destination.

When a gateway receives an RRE() packet, the gate-
way will first check whether it is within the area defined
by range. The gateway simply ignores this packet if the
received packet is not within its range. Otherwise, the gate-
way checks the destination, D, from its routing table. If the
destination, D, is in its routing table, then the gateway will
rebroadcast the packet and set up a reverse pointer to the
grid coordinate of the previous sending gateway. When D
(or its gateway, if D is not a gateway,) receives this RREQ),
it will unicast a reply packet RREP(S, D, d_seq) back to
S through the reverse path. Notably, the reverse path is es-
tablished when the RRE(Q) packet is broadcast. A gateway
that receives the RRE P will add an entry to its routing ta-
ble to specify that a route to D is available through the grid
coordinate from which it received the RREP packet. A
route from S to D is properly established when this RRE P
reaches S. When destination D is a non-gateway host, the
gateway of D must wake D before forwarding data packets
to it.

Fig. 2 shows an example to demonstrate how our proto-
col works. Suppose that the searching area is the smallest
rectangle that can cover the grids of source, S, and destina-
tion, D. Initially, all hosts are active and each of them will
broadcast a HELLO message. After a HELLO period,
hosts S, A, B, C, D, E, F, and I will be selected as the gate-
way of grid (1,1), (1,2), (2,2), (2,1), (5,3), (3,2), (4,2), and
(0,2), respectively, by applying the gateway election proto-
col. After the gateway hosts are elected, non-gateway hosts
J, K, L, H, G and M can enter sleep mode to conserve
energy. Suppose that host S wants to communicate with
destination host, D; it will send an RREQ packet which
specifies that the searching area is the rectangle bounded by
grids (1, 1), (1, 3), (5, 1), and (5, 3). When host B receives
this RRE(Q package for the first time, it will rebroadcast
this packet, since host B is within the searching area. The
reverse path which points to the grid (1, 1), in which S be-
longs, is recorded in host B. Similar actions (rebroadcast-
ing RRE(Q and recording a reverse path) will be performed
at hosts ' and F'. The solid arrows in Fig. 2(a) show how
the RREQ packets move. The packet is finally reached at
the destination, D, and a reverse path from D to S is also es-
tablished. When destination D receives the RREQ), it will

YF]',F.

COMPUTER
SOCIETY

Proceedings of the 2003 International Conference on Parallel Processing (ICPP’03)
0190-3918/03 $ 17.00 © 2003 IEEE



3 HO A, 3 K H /']?3
A e |t DA
1 s‘ e E|T 1 se¢| o TETT
sc MC
0 0
0 1 2 3 4 5 0 1 2 3 4 5

——> first RREQ
> duplicate RREQ

e gateway host wwer> RREP

o non-gateway host

Figure 2. An example of routing discovery (a)
propagation of RRE(Q and (b) propagation of
RREP packets.

unicast an RRFE P packet as a reply to S through the reverse
path that was established by the RRE(Q packets. Fig. 2 (b)
shows the progress of RREP.

In the above example, destination D is a gateway. Data
transmission through S-B-FE-F-D can properly take place.
Assuming that the destination is a non-gateway host, G, the
route discovery process does not change and the path re-
mains S-B-FE-F-D. However, the data transmission path is
S-B-E-F-D-G. The gateway, D, is responsible for waking
G up and buffer data packets are sent to G before G is ready
to receive.

3.4 Route Maintenance

This subsection considers the maintenance of a route
when the source or destination leaves its original grid. The

purpose of route maintenance is to keep the route avail-
able. Notably, the source or destination host becomes a
non-gateway host when they move into a new grid. Sup-
pose that the source host which is either a gateway host or
a non-gateway host roams from grid g; to another grid, and
that grid g- is the next grid along the route to the destination,
as shown in Fig. 3. Hosts A, B, C, and F are the gateways
of grids (1, 2), (2, 2), (2,1), and (3, 2), respectively. The
following discusses four aspects of the route maintenance-
protocol according to the roaming direction of the source
host.

1. The source host moves into grid g», as shown in Fig.
3(a). The route can still function correctly. When S
roams into grid go, it decides whether it will replace
host B as the gateway. If replacement occurs, then
S inherits the routing table from B. Thus, the route
through B is maintained. If S does not replace B as
the gateway, then S’s data will be transmitted with the
help of its gateway, host B. The route can certainly
work properly.

2. The source host S moves into a grid, g, that neigh-
bors grid g2, as shown in Fig. 3(b). In this case, if S
becomes the gateway of g, then no change is needed.
Otherwise, S becomes a non-gateway host and all data
packets are forwarded by the gateway of the new grid
g, Ain grid (1, 2) or C in grid (2, 1). In this case, a
new RREQ is sent from A or C to B.

3. The source host moves into a grid, g, which does not
neighbor grid g», and a gateway exists in grid g; as

D
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Figure 3. Route maintenance when the source
host (gateway) roams off its current grid.

shown in Fig. 3(c). If S becomes the gateway of the
new grid, g, then the source host changes its route entry
for destination D to grid g;. Then all data packets are
forwarded to grid g;. If S is a non-gateway host in
the new grid, then data packets of .S are forwarded by
the gateway of the new grid, g. In such a case, a new
RREQ is sent to the gateway of grid g;. In either case,
the route is one hop longer than the original route.

4. The source host moves into a grid, which does not
neighbor grid go, and a gateway does not exist in grid
g1, as depicted in Fig. 3(d). Therefore, no host is avail-
able to forward the source host’s packets, and thus the

route will be considered broken. The source host S
initiates a new route discovery procedure to request a

route to destination host D.

_ The rules for the movement of the destination host are
similar to those for the movement of source host.

4 Simulation Results

The proposed ECGRID protocol is evaluated by an ns-
2 simulator (CMU wireless and mobile extensions [14]).
The simulation runs on a region of 1000 x 1000 square
meters, a bandwidth of 2Mbps and a transmission range
of 250 meters. Hosts move according to the random way-
point model, in which the hosts randomly choose a speed
and move to a randomly chosen position. Then the hosts
wait at the position for the pause time, before they start to
move to the next randomly chosen location and speed. Two
kinds of movement speeds are selected - one uniformly dis-

trlbuted between 0 and 1 m/s and one distributed between
0 and 10 m/s. The energy consumption model described in

[10] is employed, which uses measurements taken by the
Cabletron Roamabout 802.11 DS High Rate network inter-
face card that operates at 2 Mbps. The power consump-
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Figure 4. Fraction of alive hosts vs. the simulation
time for GRID, GAF and ECGRID: (a) roaming
speed = 1 m/s (b) roaming speed = 10 m/s. The
number of hosts is 100 and the network traffic load
is 10 pkts/s with constant mobility (pause time 0).

tion in transmit mode, receive mode, idle mode, and sleep
mode is 1400mW, 1000mW, 830mW, and 130mW, respec-
tively. The cost of receiving paging signals is ignored. The
grid size is set to 100; therefore a gateway at the center
of a grid can communicate with any gateway of its eight
neighboring grids. Since each host is equipped with a GPS,
we need to take into account the GPS power consumption.
The GPS energy cost for GRID, ECGRID and GAF are all
0.033W][9].

Each source host sends a CBR (constant bit rate) flow
with one or ten 512-byte packets per second. As mentioned
in Section 1, if the destination is a host running GAF pro-
tocol, a lot of lost packets may be produced because the
destination is sleeping. To keep the results comparable, we

define two host models in our simulation in favor of GAF
protocol.

e Model 1: Ten infinite energy hosts act as sources or
destinations. These hosts do not run GAF protocol nor
do they forward traffic. Another 100 hosts each with
an initial energy 500 Joules, and which run GAF pro-
tocol, are used to evaluate energy consumption. This
model applies only to GAF protocol because a source
or destination host must be always active in GAF pro-
tocol.

e Model 2: Hosts with an initial energy of 500 Joules
are used to evaluate energy consumption. All hosts run
ECGRID or GRID protocol. The source and destina-
tion hosts are randomly chosen. The number of hosts is
50, 100, 150, or 200. This model is used by ECGRID
and GRID.
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Figure 5. The mean energy consumption per host
(aen) vs. the simulation time for GRID, GAF and
ECGRID: (a) roaming speed = 1 m/s (b) roaming
speed = 10 m/s. The number of hosts is 100 and
the network traffic load is 10 pkts/s with constant
mobility (pause time 0).

Four observations can be made.
A) Effect of network lifetime:

In this experiment, the network lifetime of different pro-
tocols is observed. The network traffic load is 10 pkts/s
with constant mobility (pause time is O second). In Fig.
4(a), the hosts’ roaming speed is set to 1 m/s. The network
that runs GRID, which is not energy-conserving, is down

when the simulation time = 590 seconds. Both ECGRID
and GAF prolong the network lifetime. Since each active

host in ECGRID must periodically send a HELLO message
to maintain the host table, GAF is more energy-conserving
than ECGRID. For example, at speed = 1 m/s and simula-
tion time = 800 seconds, 85% and 81% of hosts are alive for
GAF and ECGRID, respectively. The increased power con-
sumption results from the exchanging of the HELLO mes-
sage. The HELLO message exchanged in ECGRID col-
lects the hosts information in the same grid, thus guarantees
successful data transmission, which cannot be achieved by

GAF. The GAF assumes that the destination hosts are al-
ways in active mode when the sources send data to the des-

tinations. We comment that the ECGRID is a practical and
complete routing protocol although the fraction of live hosts
is lower than that of GAF. Fig. 4(b) presents the same simu-
lation with a roaming speed of 10 m/s. The result is similar
to those in Fig. 4(a).

B) Effect of energy consumption:

In addition to the fraction of alive hosts, the mean energy
consumption per host is also used for observing the effect
of energy conserving. The mean energy consumption per
host (aen) [9] is defined as,

aen = —— 2)
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Figure 6. The packet delivery latency of GRID,
GAF and ECGRID for various pause time: (a)
roaming speed = 1 m/s (b) roaming speed = 10 m/s.
The number of hosts is 100 and the network traffic
load is 10 pkts/s.

where Ej represents the initial energy of the entire mobile
hosts and F; means the remaining energy of the entire hosts

after time ¢. The number of hosts in the network is n. The
network traffic load is set to 10 pkts/s with constant mo-

bility (pause time 0 second) and the aen are calculated for
different protocols. The results for a roaming speed of 1
m/s and 10 m/s are shown in Fig. 5(a) and (b), respectively.
These two Figs. have the similar curves that the aen for
GRID is, when the simulation time is prior to 590 seconds,
about 33% and 38% higher than that of ECGRID and GAF,
respectively. Therefore, we conclude that an energy-aware
routing protocol, such as ECGRID or GAF, can consume
less energy than GRID at different roaming speeds.

C) Effect of packet delivery:

Next, the packet delivery rate and average packet de-
livery latency are observed at different pause times. The
packet delivery rate is defined as the number of data packets
actually received by the destination, divided by the number
of packets issued by the corresponding source host. The av-
erage packet delivery latency is defined as the average time
elapsed between packet transmission and reception. The
packet delivery qualities, packet delivery rate and end-to-
end delay (latency), are compared for these three protocols
with simulation time = 590 seconds, since the network hosts
that run GRID exhaust all their energy at simulation time
= 590 seconds. The results shown in Fig. 7 and Fig. 6
are based on a network traffic load of 10 pkts/s at roaming
speeds of 1 m/s and 10 m/s. Fig. 7 reveals that the packet
delivery rate exceeds 99% for all three protocols at a speed
of 1m/s or 10m/s. Note that the destinations are always ac-
tive in GAF protocol, and thus the delivery rate of GAF will
be reduced if the destinations are not always active as EC-

0% e —a—— %

—¢—GRID
—=— ECGRID
96% —+— GAF

0 100 200 300 400 500 600
Pause time (s)

(a) roaming speed = 1 m/s

—+—GRID
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Pause time (s)

(b) roaming speed =10 m/s

Figure 7. The packet delivery rate of GRID, GAF
and ECGRID for various pause time: (a) roaming
speed = 1 m/s (b) roaming speed = 10 m/s. The
number of hosts is 100 and the network traffic load
is 10 pkts/s.

GRID does. Fig. 6 shows that all three protocols have a
similar average packet delivery latency, between 7.1 ms and
10.7 ms at a speed of 1 m/s and between 8.5 ms and 12.5
ms at a speed of 10 m/s. This experiment shows that our
power-conserving protocol ECGRID can achieve its target
without reducing the quality of delivered packets.

D) Effect of host density:

In this experiment, the host density is varied to eluci-
date the relation between network lifetime and host density.
The host number is set to 50, 100, 150 and 200. The net-
work traffic load is 10 pkts/s with constant mobility (pause
time is O second). Fig. 8(a) and (b) show the results at a
roaming speed of 1 m/s and 10 m/s, respectively. The net-
work lifetime in GRID is observed to be the same for var-
ious host densities, because the network does not conserve
energy. The network lifetime of our protocol increases with
the host density, because only one host (gateway) in a grid
is active. As the grid contains each host can take turns to
act as the gateway. Comparing Fig. 8(a) and (b) shows that
a higher roaming speed corresponds to better load balance
between hosts. For example, with host number = 200, hosts
start to run out of energy at simulation time = 660 seconds
for a roaming speed of 1 m/s (Fig. 8(a)) and at simulation
time = 910 seconds for a roaming speed of 10 m/s (Fig.
8(b)). The network lifetime is longer at a lower roaming
speed, because a higher roaming speed of each host leads
to frequent gateway selection. The gateway selection will
be restarted (if a gateway host leaves its original grid) or a
unicast message will be sent (if a non-gateway host leaves
its original grid). The frequent gateway selection consumes
much energy.
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Figure 8. The fraction of alive hosts affected by
host density for GRID and ECGRID: (a) roaming
speed = 1 m/s (b) roaming speed = 10 m/s. The
host number is varied from 50 to 100, 150 and 200.
The network traffic load is 10 pkts/s with constant
mobility (pause time = 0).

5 Conclusions

The issue of energy conservation is critical in a lim-
ited energy resource MANET. This study proposes a novel
energy-aware routing protocol, ECGRID, for mobile ad hoc
networks. ECGRID extends the GRID protocol to account
for energy constraints. One is elected as a gateway in each
gridto handle route discovery and packet delivery. Energy
is conserved by turning the non-gateway hosts’ transceivers
off when the hosts are idle. A gateway host can awaken
sleeping hosts through Radio Frequency tags technology.
Accordingly, sleeping hosts need not wake up periodically.
A load balance of the mobile host’s battery energy scheme
is applied to prolong the lifetime of all mobile hosts. Also,

ECGRID eliminates the limitation that destination hosts
must always be active (as is assumed for earlier protocols,

such as GAF). Simulation results demonstrate that ECGRID
can not only prolong the lifetime of the entire network but
also maintain good packet delivery ratio. A host runs EC-
GRID consumes less energy than a host runs GRID does.
Additionally, the lifetime is extended in proportion to the
host density in the whole network.
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