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Abstract 
The mobile ad hoc network (MA“) has attracted 
lots of attention recently. Most of the researches as- 
sume that every mobile host in the MANET uses a 
fixed data rate and follows a distributed coodination 
function (DCF) to transmit messages. As we know 
that none of the research has combined multiple data 

M bitdsec, 2M bitdsec, 5.5 M bitdsec, and 11 M 
bitdsec) and Lucent’s WaveLAN II device has d- 
ready supported multiple data transmission rates [2]. 
Therefore, we shall allow every mobile host to adopt 
the most efficient data rate to transmit messages as 
long as the channel quality permits, yet, bow to de- 
tect the channel quality and decide the most efficient 
data transmission rate are still open questions. 

rates and transmission scheduling to minimize waiting 
time and conserve energy for a MANET with power- 
saving ( P S )  mode hosts. IEEE 802.1 1 has already 
supported multiple data transmission rate. However, 
how to decide the transmission rate is still an open 
question. Here, we propose a data rate selection pro- 
tocol to select the best available data rate to transmit 
messages. After the data transmission rate has been 
selected, we can schedule each transmission according 
to the data transmission rate and the packet size. Our 
goal is to minimize the average waiting time of each 
transmission and thus the P S  hosts can switch back 
to power-saving mode as soon as possible. There- 
fore, we follow the shortest job first policy to let the 
transmission with shortest transmission time to access 
the channel fist. Simulation results show that our 
scheduling protocol can achieve high packet delivery 
rate, reduce waiting time and conserve lots of energy. 
Keywords: mobile ad-hoc network (MANET), 
multiple data rate, transmission scheduling. 

1 Introduction 
Due to the advance of communication technology, 
wireless communication devices become cheaper and 
more popular. Mobile commnnication and computing 
become more and more important. One wireless net- 
work architecture that has attracted lots of attention re- 
cently is the mobile ad hoc network ( M N E T ) ,  which 
consisis of mobile hosts only (without base stations). 

Most of the previous researches assume that ev- 
ery mobile host in the MANET transmits messages 
with a fixed data rate. However, IEEE 802.11b [I] 
can support four different data transmission ratea (1 

. .  

Lucent’s WaveLAN I1 device [21 selects the trans- 
mission rate according to how many acknowledge- 
ments the mobile host has successfully received. How- 
ever, the selected data rate may not be suitable for 
current channel condition. To improve Lucent’s pro- 
tocol, a Receiver-Based Auto Rate (RBAR) proto- 
col for multi-bop MANETs is proposed in [31. In 
the RBAR protocol, the receiver will make the fi- 
nal decision of the transmission rate while it is ex- 
changing RTSICTS packets. However, it needs to 
modify the RTSICTS packet and the physical layer 
header. A multiple data rates protocol for an infra.. 
tructure wireless LAN is proposed in [4]. In each 
beacon interval, the access point (AP) will broadcast 
several sub-beacon frames, each of them with differ- 
ent data rates. The mobile host will select its uplink 
data rate according to which sub-beacon frame it can 
decode. However, this protocol requires the help of 
the AP.  An adaptive multiple data rates protocol for 
IEEE 802.1 I-based Wireless LAN is proposed in [5].  
The sender’s transmission rate is selected dynamically 
according to the detected S N R  of the previous trans- 
missionlreception. However, the information got from 
previous transmissiodmeption may be out of date. 

Several transmission scheduling protocols for IEEE 
802.11-based MANETs are proposed in 16, 7, 8,9,  
l0;l I, 121. These protocols scheduling transmissions 
either according to the message’s QoS requirement [6. 
101orthenetwork’strafficload [7,8,9, 11, 121. None 
of them schedules transmissions according to the data 
rate and the packet size. 

None of the research has combined multiple data 
rates and transmission scheduling to minimize the 
waiting time of each transmission. In a single-hop 
MANET with some power-saving ( P S )  mode hosts, 
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the PS host can switch back to PS mode as long as it 
has no further message to transmit or receive. There- 
fore, minimize the waiting time of each transmission is 
to reduce the idle time of PS hosts and thus conserve 
energy. We first propose a data rate selection protocol 
for IEEE 802.11-based single-hop MANETs. Af- 
ter the transmission rate has been selected, we then 
schedule the MAC layer transmissions according to 
the transmission time so that the waiting time of each 
transmission can be minimized. 

According to the standard of IEEE 802.11, when 
a host switches to PS mode, it shall wake up peri- 
odically for a short period of time, named as ATIM 
window, to see if there is any pending message for it. 
When a host wants to transmit a message to a PS host, 
the sender shall transmit an ad hoc traffic indication 
map (ATIM)  to the receiver during the ATIM win- 
dow. After received the ATIM frame, the receiver 
shall reply an ACK to the sender and keep awake un- 
til the pending message has been received. Therefore, 
the receiver can select the data transmission rate ac- 
cording to the S N R  of the ATIM frame transmitted 
by the sender and then attach the selected data rates to 
the ACK frame. After receiving an ACK from the 
receiver, the sender can schedule its transmission ac- 
cording to the selected data rate and packet size. The 
sender basically follows the shortest job first policy 
to schedule the transmission. Therefore, we shall as- 
sign a higher priority to the transmission with a shorter 
transmission time (or a higher data rate and a shorter 
packet size). We set the initial value of contention win- 
dow and the backoff timer according to the number of 
contenders and the priority of the transmission, respec- 
tively, so that the higher priority transmission has the 
higher priority to access the channel and the number 
of collisions can be reduced. Simulation results show 
that the transmission scheduling protocols can achieve 
high packet delivery rate, reduce lots of waiting time 
and conserve lots of energy. 

The rest of this paper is organized as follows. Pre- 
liminaries are given in section 2. Our data rate selec- 
tion protocol is shown in Section 3. In Section 4, we 
describe our transmission scheduling protocol. Sim- 
ulation results are presented in Section 5. Section 6 
concludes th is  paper. 

2 Preliminaries 

2.1 System Model 
In this paper, we intend to design a data rate selec- 
tion and a MAC layer transmission scheduling pro- 
tocols for IEEE 802.1 I-based single-hop MANETs. 
We assume that most of the hosts in the MANET are 
in PS mode and different data rate has different ef- 
fective communication range [3,4]. In IEEE 802.11b. 
there are four different data transmission rates in the 
MANET.  Figure 1 shows that the four different 

Figure 1: An example of the multiple data rates trans- 
missions. 

data rates have four different effective communication 
ranges. The effective transmission radius for the four 
different data transmission rates are: 30 meters for 11 
M bidsec, 60 meters for 5.5 M bitdsec, 100 meters 
for 2 M bidsec, and 200 meters for 1 M bidsec, re- 
spectively. The lower the data rate is, the larger the ef- 
fective communication range is. Therefore, to inform 
all hosts in the MANET,  the messages (including 
ATIM, ACK and RTSICTS frames and the broad- 
cast packet) must be transmitted with the lowest data 
rate. Host A shall broadcast packets with data rate 1 
M bidsec, and can transmit unicast packet to host C 
with data rate 5.5 M bidsec. 

2.2 IEEE 802.11 MAC protocol 

The IEEE 802.11 medium access (MAC) protocol 
[l] used in MANETs is the distributed coordina- 
tion function (DCF) which is based on the Car- 
rier Sense Multiple Access with Collision Avoidance 
(CSMAICA) mechanism. When a mobile host 
wants to transmit frames, it first detects the statlls of 
the medium. If the medium is busy, the host will 
defer until the medium is idle for a period of time 
equal to DIFS (DCF interframe space). After this 
DIFS idle time, the host will generate a random 
backoffperiod, where backofftime= Random() x S T .  
Random() is a random function, which is uniformly 
distributed between the interval [O, CW] and ST is the 
length of a backoff time slot. The initial value of the 
CW is CW,,,,,. When a host wants to send data, it 
first sense the medium. If the medium is idle for a 
period of time equal to DIFS,  the backoff procedure 
will decrease the backoff time, otherwise, it will stop 
decreasing the hackoff time. When the hackoff timer 
expires, the host will transmit the frame. After the 
sender transmits the frame, if it is a broadcast, the re- 
ceivers do nothing. Otherwise, if it is a unicast, the 
receiver will wait for a period of time equals to SIFS 
(short interframe space, SIFS < DIFS) and then 
reply an Ack to the sender. If the sender does not re- 
ceive an A& from the receiver, the sender will double 
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the size of its contention window and repeat the DCF T,n.,BU(~. L B.-Lla.l./ -I.#- ! 
procedure again. -...San” > ~ ’i 

2.3 Power-Saving Modes in IEEE 802.11- 
based MANETs 

IEEE 802.11 [l] supports two power modes: nc- 
rive and power-saving (PS). When a host switching 
its power mode, it must notify other hosts in the 
MANET.  Therefore, each host will realize other 
hosts’ power mode. Under an ad hoc network, PS 
hosts wake up periodically. The short interval that 
PS hosts wake up is called the ATIM window. It is 
assumed that hosts are fully connected and all syn- 
chronized, so the ATIM windows of all PS hosts will 
start at about the same time. In the beginning of each 
ATIM window, each mobile host will contend to send 
a beacon frame. Any successful beacon serves as the 
purpose of synchronizing mobile hosts’ clocks. This 
beacon also inhibits other hosts from sending their 
beacons. To avoid collisions among beacons, a host 
should wait a random number of slots between 0 and 
2 x CW,i, - 1 before sending out its beacon. 

After the beacon, a host with buffered unicast pack- 
ets can send a direct ATIM frame to each of its in- 
tended receivers in PS mode. ATIM frames are also 
transmitted by contention based on the DCF access 
procedure. After transmitting an ATIM frame, the 
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Figure 2 An example of unicasting in an ad hoc net- 
works with PS hosts. 

ity of the received ATIM frame. When both of the 
sender and the receiver are in active mode all the time, 
they select the data rate according to [31. 

As mentioned in section 2.3, when the mobile hosts 
have switched to PS mode, they shall wake up pe- 
riodically for a short period of time, named as the 
ATIM window, to see if there is any pending mes- 
sage for them. If so, they shall keep active until the 
transmission is over, otherwise, it can switch hack to 
PS mode when the ATIM window is over. All the 
PS hosts’ ATIM windows start at about the same 

mobile host shall remain awake for the entire remain- 
ing period. On reception of the ATIM frame, the 

time. In the beginning of the ATIM window, every 
PS hosts first follows the DCF procedure to transmit 

PS host should reply with an ACK and remains ac- 
tive for the remaining period. The buffered unicast 
packets should be sent based on the normal DCF ac- 
cess procedure after the ATIM window finishes. If 
the sender doesn’t receive an A C K ,  it should retry 
in the next ATIM window. As for buffered broad- 
cast packets, the ATIM frames need not be acknowl- 
edged. Broadcast packets then can be sent based on 
contention after the ATIM window finishes. If a mo- 
bile host is unable to transmit its ATIM frame in the 
current ATIM window or has extra bufferedpackets, 
it should retransmit ATIMs in the next ATIM win- 
dow. To protect PS hosts, only RTS, C T S .  A C K ,  
Beacon, and ATIM frames can be transmitted during 
the ATIM window. 

Figure 2 shows an example, where host A wants to 
transmit a packet to host B. During the ATIM win- 
dow, an ATIM frame is sent from A to B. In response, 
B will reply with an ACK.  After the ATIM window 
finishes, A can try to send out its data packet 

3 Our Data Rate Selection Proto- 
col 

Our data rate decision protocol is designed for 
MANETs with hosts in PS mode. The receiver can 
select the best available data rate according to the qual- 

the beacon frame. After the beacon frame is success- 
fully transmitted, any mobile host, which has buffered 
unicast packets to transmit (say I&), then follows the 
DCF procedure to transmit the ATIM frame to the 
receiver of the unicast packet (say H,) with the lowest 
data rate (say 1 M bidsec). On receiving the ATIM 
frame from host H., host H? compare the SNR of the 
ATIM frame sent by host H ,  with several predefined 
thresholds [131. Assume that the SNR of the ATIM 
frame sent by host H. is S. and there are k + 1 prede- 
fined thresholds, denoted as TI,  Ta, . . ., T ~ + I ,  where 
T, < T*+1, TI = 0, T,+1 = 00, i = 1.. . k, and kpre- 
defined data rates. denoted as RI, Rz, . . .. Rr, where 
Q < &+I. If T,  < S, < T,+l, host H. can transmit 
messages to host H, with data rate R, bitslsec. 

Since the “duration” field of the ACK frame for 
the ATIM frame is useless, we change the “duration” 
field to the “rate” field. However, the ACK frame for 
the data packet remains unchanged. After the trans- 
mission rate has been selected, host H, will put the 
selected data rate into the “rate” field and then trans- 
mit the A C K  frame to host H, with the lowest data 
rate. After receive the ACK frame from host H,, host 
HI can schedule its transmission according to the se- 
lected data rate and the packet size. As for the broad- 
cast packet, since alJ the mobile hosts in the MANET 
are the receivers, the broadcast packet shall be trans- 
mitted with the lowest data rate. 

395 



4 Our Transmission Scheduling 
Protocol 

We schedule the transmissions according to the trans- 
mission time. To minimize the average waiting time 
of each transmission and avoid the escort effect (that 
is the long job may occupy the channel for a long time 
and other jobs may have to escort the long job un- 
til it releases the channel.), we basically follows the 
shortest job first policy to schedule the transmission. 
Therefore, we shall let the transmission with shorter 
transmission time have the higher priority to access 
the channel. Although the broadcast packet must be 
transmitted with the lowest data rate, yet, the broadcast 
packet is small, all the hosts in the MANET are the 
receivers of the broadcast packet and all the PS hosts 
can not switch hack to PS mode until all broadcast 
packets have been transmitted. Therefore, we shall let 
the broadcast packet has the highest priority to access 
the channel so that the PS host can switch back to 
PS mode as soon as possible. If both of the sender 
and receiver are active all the time, they will wait until 
all the PS hosts’ transmissions are over and then start 
their transmissions, since they are always active. 

To guarantee that the transmission with the highest 
priority can access the channel first, we set the trans- 
mission’s backoff timer according to the priority. The 
transmission with the highest priority will have the 
shortest hackoff time and thus can access the channel 
first. At first, only the transmissions with the high- 
est priority will contend to access the channel. Af- 
ter the transmissions with the highest priority are over. 
the transmissions with the second highest priority then 
contend to access the channel, and so on. Therefore, 
only the transmissions with the same priority will con- 
tend to access the channel at the same time. 

In the following subsections, we first show how we 
set the priority of each transmission and calculate the 
number of contenders for each priority, and then we 
set the initial value of contention window (C,,,iJ ac- 
cording to the number of contenders so that the wait- 
ing time of each transmission can be minimized and 
lots of collisions can be avoided. Finally, we set the 
transmission’s backoff timer according to its priority 
so that the transmission with the highest priority can 
access the channel first. 

4.1 Setting the Priority 

As mentioned in Section 3, before really transmitting 
data packets, the sender should transmits an ATIM 
frame to the receiver. For the convenience of C ~ N -  
lating transmission time, the sender should attach the 
packet size to its ATIM frame. After received the 
ATIM frame, the receiver puts its selected data rate 
into the ACK frame and transmits it to the sender. 
Since the MANET is singlehop and fully connected, 
each host can overhear other host’s ATIM and ACK 

0 bpckofflimoslol U DIPS 

0 debtransmission 

Figure 3: An example of 5 contenders transmit data in 
a contention period whose value of CW is set as I 

frames during the ATIM window and thus can cal- 
culate the transmission time and the number of con- 
tenders, As for the broadcast packet, we always use the 
lowest data rate to transmit the broadcast packet. The 
transmission time for broadcast packet is *::::!;E 
and unicast packet is ~ e t e t ~ i z e + A C K - f r o m e  +SIFS. 
The broadcast packet always has the higher priority 
than the unicast packet to transmit on the channel. For 
the same type transmissions (broadcast or unicast), the 
transmission with the lowest transmission time has the 
hightest priority to access the channel. Therefore, each 
sender first divide the transmissions into three groups, 
one for broadcast, one for unicast of PS hosts and 
the other one for unicast of active hosts and then sort 
the transmissions in different groups according to their 
transmission times and assigns the priority according 
to the transmission’s order. Each sender 6rst assigns 
priority to the broadcast group and then assigns prior- 
ity to the unicast group. Finally the sender will realize 
the priority of its own transmission. Each sender of 
the MANET will maintain a table which records the 
transmission time and the number of contenders for 
each priority. 

dotm-mte 

4.2 Setting the Initial Value of Con- 
tention Window 

For any host H i ,  given the number of its contenders, 
we will show how to set the initial value of Hi’s  con- 
tention window, so that the waiting time of each trans- 
mission can be minimized and lots of collisions can be 
avoided. 

Without loss of generality, assume that the transmis- 
sion priority of host H i  is p,  there are n contenders and 
the initial value of CW is set as m- 1. Under this con- 
dition, we will calculate the average interval between 
each successful transmission in this contention period. 
The shorter the interval is, the shorter the average wait- 
ing time is. 

Figure 3 is an example of 5 contenders (hosts A, 
B, C. D, and E) transmit data in a contention period, 
whose value of CW is set as I. Assume that there are 
3 successful transmissions and 1 collision in the con- 
tention period. The total aansmission and carrier sense 
time is (3 + 1) x (Tp + DIFS) and the total length 
of backoff time slots-is 7 x ST. where Tp is the tram- 
mission time of a data packet and ST is the length of a 
hackoff time slot. The length of the contention period 
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(denotedas Tcp) is (3+1) x (TP+DIFS)+7xST and 
the average interval between each successful transmis- 
sion (denoted as ISt)  is Tcp/3 , .  Therefore, to calculate 
the average interval between each successful transmis- 
sion, first we need to evaluate the number of successful 
transmissions (denoted as SUC(n, m)) and the num- 
ber of collisions (denoted as COL(n,m)) in the con- 
tention period, so that we can evaluate the length of the 
contention period and select the optimal initial value of 
cw. 

For the convenience of calculating SUC(n, m) and 
COL(n,m), we first calculate the probability pb(k), 
where pb(k) is the probability that k (k = 0,1,. . . , n) 
hosts set its backoff timer as (m - 1) x ST and the 
other n - k hosts randomly set their backoff timers as 
R x ST, where R = 0, 1, . . . , m - 2. Since each host 
has the same probability to set its backoff timer as any 
of the m different hackoff window, the probability that 
a host set its backoff timer as (m-1) xST is and the 
probability that a host broadcast set its hackoff timer as 
R x ST is v. The number of combinations that ran- 
domly choose k hosts from n hosts is C; = *. 
After analysis, we havepb(k) = C;($)k(F)n-k. 

To calculate the expected value of SUC(n, m) we 
need to calculate the probability and the average num- 
ber of successful transmissions in each case. We can 
derive the recursive form of SUC(n, m) according to 
the following analysis: 

Case 1: Assume that there are (n - 1) hosts ran- 
domly set their backoff timers as R x ST, only 
one host set its backoff timer as (m - 1) x ST. 
The total number of hosts that transmit their mes- 
sages successfullyin tbiscaseisSUC(n-1,m- 
1) + 1 and the probability is pb(1). 

Case 2: Assume that there are (n - k) host 
randomly set their backoff timers as R x ST 
and k (k # 1) hosts set their backoff timers as 
(m- 1) x ST. There willbe SUC(n - k,m- 1) 
hosts get their ids successfully in this case and 
the probability ispb(k).  

With the above analysis, we have 
SUC(n,m) = p(l)(SUC(n - 1,m - 1) + 1) + 

Figure 4 shows the expected number of successful 
transmissions (SUC(n, m)) in the first contention pe- 
riod. When the number of contenders (n) is fixed, as 
the size of contention window increases, the number 
of successful transmissions also increases. 

With similar manner, we can derive a recursive 
from to calculate the expected number of collisions 
(denoted as COL(n,m)). We have COL(n,m) = 

C;=,pb(k)(COL(n - k,m - 1) + 1). 
Figure 5 shows the expected number of collisions 

(COL(n, m)) in the first contention period. When the 
number of contenders (n) is fixed, as the size of con- 

c;==o,k#l P(k)SUCb - k, m - 1) 

pa(o)col(n,m-l)+pb(l)COL(n-1,m-l)+ 

Figure 4: The expected number of successful trans- 
missions (SUC(n, m)) in the first contention period 

Figure 5: The expected number of collisions in the first 
contention period 

tention window increases, the number of collisions de- 
creases. 

When the number of contenders and the size of con- 
tention window are hown ,  we can combine the previ- 
ous two recursive forms to calculate the average inter- 
val between each successful transmission. The total 
transmission and carrier sense time is SUC(n, m) + 
COL(n,m)) x (T, + DIFS) and the total length 
of backoff time slots i s  (m - 1) x ST. Therefore, 
the length of the contention period is (SUC(n, m) + 
COL(n, m)) x (T, +DIPS) + (m - 1) x ST and the 
average interval between each successful transmission 
is &), where Tp is the transmission time of the 
transmissions with priority p. The shorter the interval 
is, the shorter the average waiting time is. Therefore, 
given the number of contenders we can calculate the 
average interval between each successful transmission 
for each m and find the optimal size of contention win- 
dow (denoted as CW,,(n,p). Since the number of 
contenders may be very small, we tune the value of m 
from 2,4,8, 16.32.64, 128, to 256. 

For example, assume that host Hi has 5 contenders 
(including itself), data transmission rate is 11 M 
bitdsec, the packet size is 1 K bytes, ST = ZOps, 
SIFS = lops, and DIFS = 50ps. Table 1 
shows the evaluation results, we can see that when 
m = 16, the average interval between each success- 
ful transmission is smallesf therefore, host Hi sets its 
CWOPt(5,P) as 15. 
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Table 1: Average interval (us) between each success- Table 2: Power consumption parameters used in the 

n \ m I  2 1 4  1 8 I 1 6 1 3 2 1  64 I 1 2 8  
I 5035 I 1530 I 1085 I 984 I 998 I 1103 1 1349 5 

Unicast send 
Broadcast send 
Unicastreceive 

(454 + 1.9 x L)/rate pW 
(266 + 1.9 x L)/rate pW 
1356 + 0.5 x L)lrote uW 

4.3 Setting the Backoff Timer 
To guarantee that the transmission with the high- 
est priority to access the channel first, we will set 
the backoff timer aCcording to the priority of the 
transmission. Assume that the priority of host Hi's 
transmission is p,  we will set the backoff timer for this 
transmission as follows: 
hckoff-t imer = (~ f ; : :  ~ ~ , t ( n r , k )  + 
Random()) x ST, where nk is the number of 
contenders with priority k and Random() is a random 
function, which is uniformly distributed between the 

This way we can not only guarantee that the trans- 
mission with the higherpriority has the higher priority 
to access the channel, but also avoid the low priority 
transmissions contend with the high priority transmis- 
sions and avoid lots of collisions. 

interval [O, CWopt(n,,p)l. 

Broadcastreceive 
Idle 
Doze 

5 Simulation Results 

To evaluate the performance of the proposed schednl- 
ing protocols, we have developed a simulator using C. 
In the simulations, we assume that the transmission 
radius is 200 meters, the length of a beacon interval is 
200 ms, the length of an ATIM window is 20 ms, the 
unicast packet size is randomly selected between 512 - 2048 bytes, and the broadcast packet size is ran- 
domly selected between 64 - 512 bytes. The mobil- 
ity part follows the random way point model, but the 
destination is within the single-hop MANET. The 
mobility is 10 meterslsec and the pause time is 30 sec- 
onds. In a single-rate protocol the transmission rate 
is 1 M biWsec, while in a multiple-rate protocol the 
transmission rate is set according to Section 3. There 
are 40 hosts in the MANET, 80% of the hosts are in 
PS mode and the other 20% hosts are always active. 
The traffic load is tuning from 5 U, 30 packeWsec with 
a Poisson distribution, 80% of the vaffics are unicast 
and the others are broadcast. Each simulation lasts for 
100 seconds. Each result is obtained from the average 
of 100 simulation nms. 

Three performance metrics are used to evaluate our 
power-saving protocols: 

power consumption: the average power con- 
sumption for each mobile host in each second. 

waiting time: the average waiting time for each 
transmission. The waiting time is defined as the 
time after the ATIM window is over to the time 
the packet start transmitting. 

156  +0.5 x LjjrateiW 
843 pW/ms 
27 uWjms 

Figure 6 Packet delivery ratio 

packet delivery ratio: total number of received 
packet over total number of transmitted packet. 

The power model in [I41 is adopted, which is ob- 
tained by real experiments on Lucent WaveJAN cards. 
Table 2 summarizes the power consumption param- 
eters used in our simulations, where L indicates the 
length of the packet and rate indicates the data trans- 
mission rate of the packet. When sending a packet 
of the same size, unicast consumes more extra power 
than broadcast because it needs to send and receive ex- 
tra control frames (RTS, CTS, and ACK); sending 
a packet with higher data rate consumes less power, 
because it uses less time to send the packet. The last 
two enuies indicate the consumption when a host has 
no sendreceive activity and is in the active mode and 
PS mode, respectively. 

For simplicity, the single-rate transmission protocol 
without scheduling is denoted as Single, the multiple- 
rate transmission protocol without scheduling is de- 
noted as Multiple, and the multiple-rate transmission 
protocol with scheduling is denoted as Ours. When 
without scheduling, each host follows the DCF pro- 
cedure to transmit packets. Figure 6 shows that, the 
packet delivery ratio of OUT protocol are highest among 
the three protocols. Because in our protocol, each 
transmission is well scheduled to avoid contentions 
and collisions and thus can achieve higher delivery ra- 
tio. Figures 7 shows that, among the three protocols, 
OUT protocol waits least time to transmit a packet SUG 
cessfully. Since the delivery ratio is highest and the 
waiting time is shortest, as Figure 8 shows, our proto- 
col consumes least power than the other two protocols. 
Among the three protocol, the single-rate protocol per- 
forms worst, because it takes a longer time to transmit 
a packet and thus consumes more power and t a k ~  a 
longer waiting time. 
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Figure 7: Average waiting time for each transmission 

1 1 0 1 5 2 O ~ y I  

nmrMC-kcM4 

Figure 8: Average power consumption for each host in 
each second 

6 Conclusions 

In this paper, we propose a new data rate selection pro- 
tocol and an efficient transmission scheduling proto- 
col for a single-hop MAMET with some PS hosts. 
The data rate is selected according to current trans- 
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mission status and the priority of each transmission is 
set according to its data rate and packet length. B ~ -  
sides, broadcast has higher priority than unicast and 
PS host’s transmission has higher priority than that of 
the always active host. Simulation results show that 
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livery ratio, reduce lots of waiting time and conserve 
lots of energy. 

References 

[l]  LAN MAN Standards Committee of the IEEE 
Computer Society, “IEEE Std 802.1 1-1999, 
Wireless LAN Medium Access Control (MAC) 
and Physical Layer WHY) specifications,” IEEE, 
1999. 

121 A. Kamerman and L. Monteban, “WaveLAN-IT 
A high-performance wireless LAN for the unli- 
censed band:’ Bell Labs Technical Journal, pp. 
118-133,1997. 

[31 Gavin Holland, Nitin Vaidya, and Paramvir Bahl, 
“A Rate-Adaptive MAC Protocol for Multi-Hop 
Wmless Networks,” ACM SIGMOBILE, pp. 
236-250,2001. 

Ill] HeeCheol Lee and Ki-Jun Han, “Buffer over- 
flow notification protocol at link level for wire- 
less ad hoc networks,” Electronics Lerters, vol. 
36, pp. 1899-1900,2000. 

[I21 Marek Natkaniec and Andmj R Pach, “An 
Analysis of the Backoff Mechanism used in 
IEEE 802.1 1 Networks:’ IEEE Symposium on 
Computers and Communications, pp. 4444i9,  
2000. 

[131 K. Balachandran, S. R Kadaba, and S .  Nanda, 
“Channel Quality Estimation and Rate Adaption 
for Cellular Mobile Radio:’ IEEE Joumal on Se- 
lected Areas in Comunications, pp. 124&1256, 
1999. 

[141 L. M. Feeney and M. Nilsson, “Investigating the 
Energy Consumption of Wireless Network Inter- 
face in an Ad Hoc Networking Environment,” 
IEEE INFOCOM, pp. 3548-1557.2001. 

399 


