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Abstract-

The Packet Radio Network (PRN) is an attractive architecture
to support mobile and wireless communication. Although the code
assignment problem has been studied extensively on PRN, we ob-
serve in this paper that the power control problem has been ignored
by most works, but may have significant impact on performance.
By power control, we mean that the transmission ranges of sta-
tions are tunable. We show given a PRN in which each host al-
ready received a code, how to adjust the powers of stations to con-
trol/improve the topology of the PRN without violating the original
code assignment. Several schemes are proposed. Through simula-
tions, we demonstrate that although the code assignment problem
is NP-complete and thus computationally very expensive, using our
power adjustment schemes can easily improve the network perfor-
mance by about 20% with polynomial costs.

I. INTRODUCTION

Packet Radio Networks (PRN) were first demonstrated in
1969 at the University of Hawaii [2] and since then have greatly
increased their presence and importance for computer commu-
nications. A PRN consists of a number of stations placed in a
geographically distributed area, where each station has a com-
puter and a transceiver. Two stations are said to be connected,
if their radio transceivers can communication with each other
directly. A PRN can be considered as a graph with a certain
topology, and to reflect the fact that two stations may have to
communicate indirectly by relaying stations, we will sometimes
refer to it as a multi-hop PRN. PRNs have applications in areas
where wireline networks are difficult to deploy.

One widely studied issue for PRN is the code assignment
problem [3, 5, 6, 11, 12, 14, 17], where each host should be
assigned a collision-free code for transmission. A tree-based
scheme is proposed in [5], where it is also shown that determin-
ing the least number codes for any network is NP-complete. The
authors also proposed a distributed version, which uses a trav-
eling token. Another scheme which also uses traveling token
is [6], where the common channel is split into a control seg-
ment and a transmission segment. The control segment is to
avoid conflicts among hosts and to increase the utilization of
the transmission segment. Heuristics are proposed in [3, 12, 14]
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for code assignment in regular and general PRN topologies. A
transmitter-oriented code assignment is presented in [12]. Ref-
erence [3] assigns codes based on hosts’ degrees. [14] chooses
an unassigned host to be processed first if it has most neighbors
already receiving codes. The concept of maximum independent
set is used in [17] for broadcast scheduling; the result can also
be used for code assignment.

The above results are suitable for traditional PRNs with low
or no mobility. Some recent protocols start to tolerate mobility
[8, 7, 16]. The protocol in [8] employs a polling mechanism.
Once polled, an intending sender will use its sending code to
transmit. In [7], the protocol assigns channels to hosts statically.
It mandates that the channel assigned to a host must be different
from those of its two-hop neighbors. A hop-reservation MAC
protocol based on very-slow frequency-hopping spread spec-
trum is proposed in [16].

Although the code assignment problem has been studied ex-
tensively on PRN, we observe in this paper that the power con-
trol problem has been ignored by most works, but may have
significant impact on performance of PRN. By power, we mean
the transmission strength (or range) of stations. Let’s raise two
extreme cases. If the transmission power is tuned to the mini-
mum possible level, we may encounter very weakly connected
networks with long routing paths between stations and many
traffic bottleneck stations (such as at articulation points). On
the contrary, tuning powers too high will result in too strongly
connected networks, where radio signals can easily contend and
collide with each other, leading to little spatial reuse. Further, it
is not necessary that all stations use the same power level; the
possibility of tuning individual stations’ powers also deserves
study.

The purpose of this paper is not to propose a new code as-
signment solution. Instead, we show that given a PRN in which
each host already received a code, how to adjust the powers of
stations to obtain a “better” network without violating the orig-
inal code assignment. In some sense, we try to control/improve
the topology of the PRN by tuning powers. So our result can
be regarded as building on top of those code assignment solu-
tions. A distance-based scheme and a degree-based scheme are
proposed. On top of these, we also introduce a code random-
ization mechanism to further improve performance. Through
simulations, we demonstrate that although the code assignment
problem is NP-complete and thus computationally very expen-
sive, using our power adjustment schemes can easily improve
the network performance by about 20% with polynomial costs.

Some works have addressed the power issue, but on differ-
ent environment. Assuming a contention-based channel model
(such as ALOHA or CSMA), [15] and [10] show how to deter-
mine the optimmal transmission ranges in PRN, where hosts’
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powers can be equal and non-equal, respectively. Reference
[13] also considers topology control; its goal is to obtain a con-
nected or bi-connected network such that the maximal power
used by all hosts is minimum. Energy-efficient communication
for sensor networks is addressed in [9]. In the area of mobile ad
hoc networks (MANET), power issues have been studied on the
MAC layer [18] and routing layer [4].

The remainder of the paper is structured as follows. Sec-
tion II. gives the preliminaries and motivations, followed by for-
mal definitions of the power adjustment problems to be solved
in this paper. Section III. proposes several centralized power-
adjustment schemes assuming that only a single code is assigned
to each station. Section IV. extends to the assumption that mul-
tiple codes can be assigned to a host. Simulation results are in
Section V.. Finally, conclusions are drawn in Section VI..

II. PRELIMINARIES AND MOTIVATIONS

A PRN consists of a number of stations. Based on the connec-
tivity between stations, it will form a certain network topology.
Since this work focuses on power adjustment, the connectivity
may not be a fixed parameter, and will depend on the transmis-
sion powers of stations. Following the sender-based assumption
in many works [3, 11, 14, 17], we assume that each station ac-
cesses, and thus transmits, based on the code assigned to it. A
code is a resource that a host can use freely without interfer-
ence; it is a logical term and could be a time slot in TDMA, a
frequency band in FDMA, and an orthogonal code in CDMA.
When assigning codes to stations, we need to consider two types
of collisions: primary and secondary. A primary collision oc-
curs when two stations using the same code can hear each other,
while a secondary collision occurs when two stations using the
same code can be heard by a third common station (or some-
times known as the hidden-terminal problem).

The code assignment problem is to obtain codes to stations
while avoiding the primary and secondary collisions such that
the total number of codes used is minimal. This problem has
been shown to be NP-complete[3].

However, the above referenced works all assumed that the
PRN topology is a given fixed input, based on which code as-
signment has to be solved. Since transmission powers are ad-
justable in this paper, we will assume that we are given a PRN
with only stations’ locations. Based on the yet-to-be-determined
powers of stations, the network topology will change accord-
ingly. Also, it is natural and practical to assume that a trans-
mission power level should not be infinitely small or large, but
should fall in a range [Prin, Pmaz]-

Below, we give the formal problem statements. Note that in
the definitions both code assignment and power control will be
involved.

Definition 1 Single-Code  Assignment  with  Power
Adjustment (SAPA): Given a set of mobile stations
{Hy,H>,...,H,}, where each station H, is placed in
a location L;,i = 1..n, our goal is to assign each host
H;,» = 1..n, a code based on the sender-based rule and a
transmission power level P; satisfying Ppin < P; < Phaa
such that the network throughput is maximized.

Definition 2 Multi-Code
Adjustment (MAPA):

Assignment
Given a set

with Power
of mobile hosts

{Hy,H,...,H,}, where each station H; is placed in a
location L;,i = 1..n, and a set of integers {¢1,t2,...,t,}, our
goal is to assign each host H; a set of #; codes based on the
sender-based rule and a transmission power level P; satisfying
Ppin < P; < P4, such that the network throughput is
maximized.

Note that MAPA is an extension of SAPA by allowing more
than one codes for each station. The motivation is to take
into consideration the difference of traffic loads among stations.
When all ¢;’s are equal, MAPA degenerates to SAPA. Given
any network, the code assignment problem has been proved to
be NP-complete even when all hosts share a common transmis-
sion power [3]. If we impose that P,,;, = Ppaz, SAPA will
be reduced to the code assignment problem. Thus, SAPA and
MAPA, which extend the code assignment problem, are both
computationally intractable.

III. SOLUTIONS FOR SAPA

In this section, we propose a centralized solution. We assume
that the powers to be used by stations are computed by a central
station, which knows the locations of all stations. The steps are
outlined below.

1. Pick an initial power T', where Py < T < Phaz-

2. Fori = 1..n,let P; = T'. Based on this power setting, con-
struct a graph corresponding to the topology of the PRN.

3. Apply any heuristic for code assignment on the current
topology of the PRN.

4. Perform our power adjustment scheme based on G (see the
subsequent sections).

In the above steps, we first choose a common initial power
T for each station, where T is an input parameter. By this set-
ting, a code assignment scheme is involved to determine a code
for each station. Then we perform power adjustment to increase
hosts’ powers, if possible. However, note that the power ad-
justment in step 4 is limited by the constraint that the already-
determined code assignment in step 3 will not cause any primary
and secondary collision. Also note that how to choose the best
value of 7" may not be an easy job. In our approach, we will
use simulation to determine the best 7" by hopping through the
interval [Ppip,.. Pras], and we will use network throughput as
our metric for comparison.

In the following, we propose several ways for step 4.

A. Distance-Based Scheme

From the above steps, we already obtain a network GG, in
which each host ¢ has a common power P; and a code ¢;. In
the distance-based scheme, we will greedily increase the pow-
ers of individual stations to increase the network connectivity.
By network connectivity, we simply count the number of links
in the graph. The intuition is that a network with more links
may have higher throughput. However, doing so is under the
constraint that no primary and secondary collision should occur.

The scheme works as follows. We first collect all station pairs
that are not connected in G. These pairs are sorted in an as-
cending order according to their distances. Then we sequentially
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check each pair in the list and try to add it into G (by increasing
the two corresponding stations’ transmission powers). This is
repeated until no more pair can be added. In the following steps,
the distance of hosts 7 and j is represented by dist(i, j), and the
minimum transmission power required for two hosts distanced
by d to communicate is denoted by A(d).

a) Let L be the list of all station pairs (¢,7) such that link
(i,7) & G and A(dist(i,j)) < Ppaz. Sorted L in an as-
cending order of the distance between the two hosts in each
pair.

b) Define a collision array col[1..n] such that col[i] is the set
of codes used by host i itself and all neighbors of i in G,
i.e.,

colli] = {ei} U{¢;l(i, 5) € G}

Intuitively, any host who is not adjacent to 7 in G and who
intends to establish a link with ¢+ must not use any code in
coli]; otherwise, primary or secondary collision will occur.

¢) Pick the firstentry (i, j) in L. Otherwise, check the follow-
ing two conditions:

Yk : A\TH(P) < dist(i, k) < dist(i,j) => ¢; & col[k]
Yk : \TH(P;) < dist(j, k) < dist(i, j) = ¢j & col[k].

If both conditions hold, this means that adding a link be-
tween hosts ¢ and j will not suffer from primary and sec-
ondary collisions. If so, we change the power setting by
letting P; = P; = A(dist(i, j)) and update the collision
array as follows:

col[k] = col[k] U {c¢;}

for all k such that A\~ 1(P;) < dist(i, k) < dist(i, §)
col[k] = col[k] U {c;}

for all k such that \™' (P;) < dist(j, k) < dist(i, j)

Intuitively, the first two equations update the collision array
of 7 and j, while the last two do for those interfered by i’s
and j’s higher powers.

d) Remove (i, j) from L. If L is not empty, go to step c.

For example, Fig. 1(a) shows a PRN, where the circles (all
of the same radius) indicate the transmission distances of hosts.
The current network topology G is shown in Fig. 1(b), where
the number associated with each host is the code assigned to
it. After calculating list L, the following trials will be made.
Note that there are some subtleties in trials 3 and 5 deserving
attention.

1. Failure on link (H, E): Increasing host H’s power can be
granted, but increasing host E’s power will cause a sec-
ondary collision at host H.

2. Failure on (F, C): Increasing F’s power will cause a sec-
ondary collision at C.

3. Failure on (E, B): Increasing B’s power can be granted. But
increasing E’s power will cause a secondary collision at H
(this is because dist(E, H) < dist(E, B)).

Bidirectional link Unidirectional link

Origional link

Figure 1: An example of the distance-based scheme: (a) the
original G and hosts’ transmission ranges, (b) the induced G
and code assignment, (c) topology after adding link (B, A), and
(d) topology after adding link (H, B).

4. Fail on (D, B): Increasing D’s power causes a secondary
collision at B.

5. Success on (B, A): Both collision tests will pass. So a link
will be added between B and A, as shown in Fig. 1(c). Ar-
ray entries col[B] and col[A] should be updated properly.
However, increasing B’s and A’s powers will cause two di-
rectional links be added from B to D and B to E, as shown
in the dotted arrows in Fig. 1(c). So the code 5 used by host
B should be added to col[D] and col[E] too.

6. Failure on (F, E): Primary collisions occur at both ends.

7. Failure on (E, D): Secondary collision occurs at E.

8. Failure on (G, B): Secondary collision occurs at B.

9. Failure on (G, C): Secondary collisions occur at both ends.
10. Failure on (E, A): Secondary collisions occur at both ends.

11. Success on (H, B): Both collision tests pass. So tune H’s
and B’s powers and add a new link between H and B,
as shown in Fig. 1(d). Four array entries col[B], col[E],
col[G], and col[H] should be updated.

12. The rest of trials will all fail.

The resulting network is shown in Fig. 1(d). We have added
two bi-directional links and four uni-directional links to the net-
work. As can be seen, host C, which was originally an articula-
tion point and could be a heavily loaded bottleneck, is now not
so any more. This is expected to relieve the network congestion
significantly. We call the uni-directional links side effect edges
and will not use them in this paper. However, how to use them is
application-dependent (e.g., some routing protocols can handle
such problem).
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Figure 2: Examples of degree base scheme : (a)Original topol-
ogy (b)Topology performed by degree base scheme

B. Degree-Based Scheme

The previous scheme uses distance as the metric to determine
which link should be checked and added into the network first.
In this section, we propose to use hosts’ degrees in G as the
metric. The rationale is that hosts with lower degrees are weaker
in communication capability and thus may become bottlenecks
in the network. Thus, adding links for them is more important
than for those with higher connectivity.

Note that similar to the distance-based scheme, the degree-
based scheme can only increase powers of hosts when no col-
lision will occur. So the total number of codes will not be
changed.

The process to adjust powers is similar to the previous
scheme, except that the order that the potential links are checked
is different. So we only briefly summarize the steps as follows.

a) L is still the set of potential links to be added, but is sorted
differently by using host degree as the primary key, and
distance as the secondary key, both in an ascending order.
Note that since each pair (i, ) € L has two hosts, the lower
value of the degrees of 7 and j are used for sorting.

b) Calculate the collision array (same as the distance-based
scheme).

¢) Pick the first (é,j) € L for possible power adjustment
(same as the distance-based scheme).

d) Remove (i, j) from L. Also, if link (4, j) is added into the
network in step ¢, we should properly adjust the positions
of all remaining links’ in L which are incident to ¢ or j
(since both ¢’s and j’s degrees have been increased by one).
Then go to step c, if necessary.

Fig. 2 shows an example based on the same network in Fig. 1.
Based on degrees, the following sequence of trials will be made:

1. Failure on (B, E), (D, B), (E, H), and (F, C).
2. Success on (G, B).
3. Failure on (A, B), (G, C), (H, E), and (C, F).

In this example, only one bi-directional link and three uni-
directional links are added. Although the number of links being
added to the network is less than what we have done earlier by
the distance-based scheme, this shows a different flavor of the
degree-based scheme — it tries to make weaker hosts stronger,
in terms of their connectivity. In fact, in our simulations (to be
shown later), we do find many situations where this scheme will
outperform the distance-based scheme.

Figure 3: Applying code randomization before power adjust-
ment: (a) a new assignment by changing hosts D’s and F’s codes,
(b) the topology after performing the distance-based scheme,
and (c) the topology after performing the degree-based scheme.

C. Code Randomization for the Distance- and Degree-Based
Schemes

In this subsection, we propose a simple mechanism that can
be added on top of the above two schemes to improve their per-
formance. The main idea is to change the codes assigned to
hosts in step 3. Let’s use an example to motivate the idea. Ob-
serve Fig. 3, which represents the same network GG in Fig. 1
and Fig. 2, but with different code assignment. Specifically, the
codes used by hosts D and F are changed to 4 and 5, respec-
tively. If we use this network as G and apply the distance- and
degree-based schemes on it, three more links will be added to
the network, as shown in Fig. 3(b) and Fig. 3(c), respectively.
This improves the connectivity of the network as opposed to the
earlier examples, which shows the potential benefit of changing
codes.

Indeed, as we surveyed several code assignment algorithms
in the literature [3, 14], there is a tendency of favoring using
some set of codes than the others. The reason is quite obvious
— the goal of code assignment is to use as few codes as possi-
ble. Thus, the same code is likely to be used by hosts that are
physically close to each other, so that the code usage pattern can
be as compact as possible. However, this is disadvantageous to
our power adjustment, because when adding links, there will be
more chance to find primary or secondary collisions.

Recall that after step 3 we already have a network G in which
each host has a code ¢;,% = 1..n. Here we propose a simple
randomization technique to change the code assignment. We se-
quentially pick each host in G and try to re-select for it a new
code that is not used by any of its two-hop neighbors. This will
disturb the compact code usage pattern in the original assign-
ment. However, the total number of codes used is not increased.
The procedure is formally presented below. Note that this pro-
cedure can be applied on top of the distance- and degree-based
schemes, and should be run before these schemes are run.

i) Let C be the set of all codes used by the network after step
3.
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Figure 4: An example of reduction from a MAPA problem to a
SAPA problem.

ii) Sequentially pick each host in an arbitrary order. For each
host ¢, randomly pick a code from the set

C — {c;j|host j is a 1-hop or 2-hop neighbor of 7 in G'}.

Then change ¢; to this randomly selected code.

IV. EXTENDING TO MAPA WITH POWER ADJUSTMENT

In MAPA, each host can request more than one code. This is
to take the difference of traffic loads among hosts into consid-
eration. In this section, we show how to extend our result from
SAPA to MAPA.

The main technique is a reduction from a graph representing
a SAPA problem to one representing a MAPA problem. Let’s
represent a PRN of a certain topology as an undirected graph
Gm = (Vin, Ey), where V,,, = Hy, Ho, ..., H, is the host set
and F,, is the link set (subscript m represents “multi-code”).
In V,,,, each host H; requires t; codes. Now we translate this
problem to a graph G; = (V;, E;) representing a SAPA prob-
lem (subscript s represents “single-code’). Specifically, for each
host H; € V,,,, we introduce the following ¢; hosts into Vj:

H;1,H;s,...,Hjy,.

Also, the link set is

E;, =
{(Hipy, Hiko) | Hi € Vin, 1 < k1 < t;,
1 <ky <ti, k1 # k2}
U{(Hi,klaHj,kg)KHi;Hj) EEm,H,' € Vm,H]‘ c Vm,
1<k <t;,1<ky<t;}

Intuitively, in G, each host H; ,,k = 1..t;, requires one
code. These t; hosts, which represent H; in G, will together
require ¢; codes. In the definition of E, the first set establishes a
clique among hosts H; j, k = 1..t;, which means that the codes
assigned to these ¢; hosts should be distinct. The second set es-
tablishes a link between each pair of H; ;, induced by H; € V,,,
and H; , induced by H; € V,,, which indicates the fact that
the two vertices H; , and H; 1, are physically adjacent.

Fig. 4(a) shows an example, where we are given a network
of three hosts a, b, and ¢ each requiring 1, 2, and 3 codes, re-
spectively. Then from these three hosts we will introduce three
sets of hosts {a1}, {b1,b2}, {c1, 2, c3}, respectively. Each set
forms a clique. Also, from any host in one set, there is a link to
any host in another set (so there are 6 links between {b1, b2} and
{¢1, c2, c3}). The resulting graph is shown in Fig. 4(b).
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Figure 5: Effect of power adjustment at different initial power
settings (n = 50 and r = 1/50).

Theorem 1 If a code assignment to the graph G ¢ is minimum,
the code assignment to its corresponding graph G ,,, is also min-
imum.

With the above reduction, power adjustment on MAPA can
proceed similar to that in SAPA. Given a MAPA problem, we
can first tune an equal power for all hosts (by hopping from
Ppin t0 Ppyaz, as in Section I11.). For each (equal) power level,
we can reduce the MAPA problem to a SAPA problem to ob-
tain a code assignment. Then we can proceed with the power
adjust schemes as we have discussed in Section III. (note that
in this step, we can go back to the MAPA domain to solve the
problem, except that now when checking primary and secondary
collisions, multiple codes may need to be checked for a single
host).

V. SIMULATION RESULTS

We have developed a simulator to evaluate the effectiveness
of power adjustment. A network of n stations randomly spread
in a 500 x 500 area was simulated. The transmission distance
of each host is tunable, but no larger than 200 units. In the
simulations, we adopted the heuristic SATURATION-DEGREE-
CODE-ASSIGNMENT in [14] as our code assignment algo-
rithm. In this scheme, hosts are given codes based on some
priority. A host finding more codes being occupied by its neigh-
bors has the highest priority. Ties are broken by preferring hosts
with more neighbors already owning codes.

A TDMA channel model was used, where each time slot is 20
ps. The transmission rate is 10 Mbps, so 200 bits can be sent
in one slot. Data packets, each of size 2K bytes, were gener-
ated with an arrival rate of r to the network. Each packet had
a randomly chosen source and destination. For each packet,
the Dijkstra’s shortest-path algorithm was used to choose routes.
Note that although unidirectional links exist, we only use bidi-
rectional links for transmission for reasons of being practical.
We measured the network throughput, in an end-to-end seman-
tic. Only packets that successfully reached their destinations
were counted. All results were from average of 100 random net-
works each being run for 100 seconds of simulation time.

Fig. 5 is to demonstrate step-by-step how our schemes work.
First we pick a common transmission distance for all hosts. This
value is to reflect the input parameter 7" in our scheme. Then
we try to adjust hosts’ powers using our schemes. The “Power
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Figure 7: Throughput vs. traffic Load (transmission range =
60~200 and n = 50)

Range” in the z-axis is the input common transmission distance
for all hosts. The “original” curve is the network throughput
without power adjustment. The other four curves are from our
schemes. In the figure, an initial “R” means that the code ran-
domization mechanism is adopted. So the power settings cor-
respond to the points with peak performance are what will be
discovered by our schemes.

It is worth looking at the network throughput at different ini-
tial transmission distances. Power adjustment is more effective
at smaller distances, which represents sparser networks. As the
distance increases up to a certain level (e.g., 70), the benefit
disappears. This is because the network becomes denser (with
many links). So adding more links is less beneficial.

Fig. 6 shows the effectiveness of power adjustment at dif-
ferent host density (a larger n means higher density). Each
number represents the best power setting for the corresponding
scheme. Generally, when the network is less dense, schemes
with code randomization performs the best, which are followed
those without code randomization, which are followed by that
without power adjustment. Similar to the earlier observation,
when the network is dense up to a certain level (around 80 hosts
in a 500 x 500 area), power adjustment will not help.

In Fig. 7, we further vary the traffic load. As can be seen,
power adjustment improves performance in all range of loads.

VI. CONCLUSIONS

Power control is an important issue in almost all kinds
of wireless architectures. This paper has developed several
schemes to improve the topology of a PRN through power con-
trol. We have successfully applied our results on top of earlier
code assignment solutions. Interestingly, we demonstrate that
although code assignment is a computationally very expensive
job, it does not prohibit us from improving the performance of a
PRN through power control with polynomial costs. In addition,
we also show how to reduce a multi-code assignment problem
to a single-code assignment problem and then use the proposed
power adjustment schemes to improve the network performance.
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