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Abstract 
In a mobile ad-hoc networks (MANET), one essential issue 
is Medium Access Control (MAC), which addresses how to 
utilize the radio spectrum eficiently and to resolve poten- 
tial contention and collision among mobile hosts on using the 
nredium. Existing works have dedicated to using multiple chan- 
nels [4. 6. 9, IO, 12, 18, 201 and power coritrol [7, 13, 211 to 
improve the performance of MANET In this papez we investi- 
gate the possibility of bringing the concepts of power control 
and multi-channel medium access together in the MAC design 
problem in a MANET Existing protocols only address one of 
these issues indepetidently. The proposed protocol is charac- 
terized by the following features: ( i )  it follows an “on-demand” 
s&le to assign channels to mobile hosts, (ii) the number of chan- 
nels required is independent of the network topology and degree, 
(iii) itflexiblj adapts to host mobility. (iv) no form of clock syn- 
chronization is required, and ( v )  power control is used to exploit 
frequency reuse. Power control may also extend battety life and 
reduce signal interference, both of which are important in wire- 
less communication. Through sin~ulations, we demonstrate the 
advantage of our new protocol. 

1 Introduction 
A mobile ad-hoc network (MANET) is formed by a cluster of 
mobile hosts without fixed infrastructure provided by base sta- 
tions. The applications of MANETs appear in places where pre- 
deployment of network infrastructure is difficult or unavailable 
(e.g., natural disasters, battle fields, and festival field grounds). 
A working group called MANET [ I ]  has been formed by the 
Internet Engineering Task Force (IETF) to stimulate research in 
this direction. Issues related to MANET have been studied in- 
tensively [9, 1 1 ,  15, 18, 19, 20, 241. 

This paper concerns MAC (medium access control) in a 
MANET. A MAC protocol should address how to resolve po- 
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tential contention and collision on using the communication 
medium. Many MAC protocols which assume a single-common 
channel to be shared by mobile hosts have been proposed 
[5, 8, 13, 14, 161. We call such protocols single-channel MAC. 
A standard that has been widely accepted based on the single- 
channel model is the IEEE 802.1 I [2]. One common problem 
with using a single channel is that the network performance will 
degrade seriously as the number of mobile hosts increases, due 
to higher contentionkollision. 

There are two directions that may increase the performance of 
a MANET. The first direction is to use a more complicated mul- 
tiple access mechanism. For example, the MAC protocol in [6] 
empowers mobile hosts to send bus) tones so as to emulate the 
collision detection function as that in  wired Ethernet. Another 
example is the MAC protocol in [25], which integrates power 
control to increase channel reuse. 

The second direction is to empower a mobile host to ac- 
cess multiple channels. For example, consider the currently hot 
CDMA technology; this may mean that a mobile host can utilize 
multiple codes simultaneously, or dynamically switch from one 
code to another as needed. We thus define a multi-channel MAC 
protocol as one with such capability. Using multiple channels 
has several advantages. First, while the maximum throughput of 
a single-channel MAC protocol will be limited by the bandwidth 
of the channel, the throughput may be increased immediately if a 
host is allowed to utilize multiple channels. Second, as shown in 
[3, 181, using multiple channels will experience less normalized 
propagation delay per channel than its single-channel counter- 
part, where the normalized propagation delay is defined to be the 
ratio of the propagation time over the packet transmission time. 
Therefore, this reduces the probability of collisions. Third, since 
using a single channel is difficult to support quality of service 
(QoS), it is easier to do so by using multiple channels [ 171. 

In this paper, we try to bring the concepts of power control 
and multi-channel medium access together in the MAC design 
problem in a MANET. Existing protocols only address one of 
these issues independently (see Section 2 for detailed reviews). 
We propose a new multi-channel MAC protocol with powercon- 
trol when using channels. Our protocol is characterized by the 
following features: (i) i t  follows an “on-demand’’ style to ac- 
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cess the medium and thus a mobile host will occupy a channel 
only when necessary, (ii) the number of channels required is in- 
dependent of the network topology, and (iii) no form of clock 
synchronization is required. On the contrary, most existing pro- 
tocols assign channels to a host statically even if it has no inten- 
tion to transmit [4, IO, 121, require a number of channels which 
is a function of the maximum connectivity [4, 9, IO, 121, or ne- 
cessitate a clock synchronization among all hosts in the MANET 
[ 12, 201. Simulation results are presented. The results show that 
our protocol is very promising to improve the performance of a 
MANET. 

2 Reviews 

2.1 Multi-Channel MAC Protocols 
A multi-channel MAC protocol typically needs to address two 
issues: channel assignnient (or code assi,qrinrerrr) and niecfirtrti 
access. The former is to decide which channels to be used by 
which hosts, while the later is to resolve the contention/collision 
problem when using a particular channel. There already exist 
many related works [4,6,  9, IO, 12, 18, 20, 251 in the literature. 

References [4, IO] are for channel assignment in a traditional 
packet radio network, and thus may not be appropriate for a 
MANET, which has mobility. Two IEEE 802.1 I-like proto- 
cols are proposed in [6 ,  251, which separate control traffic and 
data traffic into two distinct channels. However, this is a special 
case because only one data channel is allowed. A scheme based 
on Lntiri s p a r e  is proposed in [12j, which assumes a TDMA- 
over-FDMA technology. The channel assignment is static, and 
to achieve TDMA. a clock synchronization is necessary (which 
is difficult, especially for a large-scale MANET). Furthermore, 
a number of transceivers which is equal to the number of fre- 
quency bands is required, which is very costly. The protocol 
[9] assigns channels to hosts dynamically. It mandates that the 
channel assigned to a host must be different from those of its 
two-hop neighbors. To guarantee this property, a large amount 
of update messages will be sent whenever a host determines any 
channel change on its two-hop neighbors. This is inefficient 
in a highly mobile system. Further, this protocol is “degree- 
dependent” in that it dictates a number of channels of an order 
of the square of the network degree. So the protocol is inappro- 
priate for a crowded environment. 

A “degree-independent” protocol called niitlticliarrriel-CSMA 
protocol is proposed in [ 181. Suppose that there are n channels. 
The protocol requires that each mobile host have n receivers 
concurrently listening on all n channels. On the contrary, there 
is only one transmitter which will hop from channel to channel 
and send on any channel detected to be idle. Again, this pro- 
tocol has high hardware cost, and i t  does not attempt to resolve 
the hidden-terminal problem due to lack of the RTSICTS-like 
reservation mechanism. A hopreservation MAC protocol based 
on very-slow frequency-hopping spread spectrum is proposed 
in [20]. The protocol is also degree-independent, but requires 
clock synchronization among all mobile hosts, which is difficult 
when the network is dispersed in a large area. 

A multi-channel MAC protocol called DCA (Djnaniic Chan- 

nel Assigririrerrr) was proposed in [231 by the same authors. This 
protocol is also degree-independent, and does not require any 
form of clock synchronization among mobile hosts. As a se- 
quel of that work, in this paper we try to integrate the concept 
of power control into the DCA protocol in [23]. Through this 
study, we hope to understand how much more benefit can be 
obtained on top of the DCA protocol. 

2.2 MAC Protocols with Power Control 
Using power control may bring several advantages. First, the 
precious battery energy of portable devices may sustain for 
longer time. Second, i t  may reduce co-channel interference with 
neighboring hosts (for example, the near-far problem in CDMA 
systems, which can severely reduce the network throughput, can 
be relieved by power control significantly). Third, i t  may in- 
crease channel reuse in a physical area. 

A simple power control mechanism is suggested in [XI. sup- 
pose mobile hosts S and 1- want to exchange with each other 
one packet. Let S send a packet with power Pt, which is heard 
by 1- with power Pr. According to [22], the following equation 
holds: 

where X is the carrier wavelength. d is the distance between the 
sender and the receiver, n is the path loss coefficient, and gt and 
gr  are the antenna gains at the sender and the receiver, respcc- 
tively. Note that A, gt. and 9,. are constants in normal situations. 
The value of n is typically 2, but may vary betwccn 2 and 6 de- 
pending on the physical environment, such as the existence of 
obstacles. Now suppose that Y wants to reply a packet to AY 
such that S receives the packet with a designated power P.y. 
Then Y’s transmission power satisfies: 

( Z ! )  

Although the values of the environment-dependent parameters d 
and n are unknown, one important property is that during a very 
short period, the their values can be treated as constants. Thus, 
we can divide Eq. (2) by Eq. ( I ) ,  which gives 

( 3 )  

Then Y can determine its transmission power Py if the other 
powers are known. 

The MACA [ 131 also suggests a power control mechanism 
for a distributed environment. The basic idea is similar to the 
above formulation, but a host will gradually tune its transmi:;- 
sion power to achieve this goal. 

3 Our Multi-Channel MAC Protocol 

3.1 Basic Idea 
Our multi-channel MAC protocol is called DCA-PC (djnaniic 
channel assignnierit with power control). This is an extension 
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of our earlier DCA protocol in [23], which does not take power 
control into consideration. It is characterized by the following 
features. First, it dynamically assigns channels to mobile hosts 
in an "on-demand" manner. Whenever a host needs a channel, 
it will go through a RTS/CTS/RES dialogue to grab a channel. 
Once it completes its transmission, the channel will be released. 
Second, because of this on-demand feature, we can assume that 
the number of channels given to the network is a fixed num- 
ber, which is independent of the network size, topology, and 
degree. Third, we do not assume any form of clock synchro- 
nization among mobile hosts. 

Our channel model is as follows. The overall bandwidth 
is divided into one control channel and n data channels 
D1, Dz, . . . , D,. The purpose of the control channel is to assign 
data channels to mobile hosts and to resolve the potential con- 
tention in using data channels, Data channels are used to trans- 
mit data packets and acknowledgements. Each mobile host is 
equipped with two half-duplex transceivers. Control transceiver 
will operate on the control channel to exchange control packets 
with other mobile hosts and to obtain rights to access data chan- 
nels. Data transceiver will dynamically switch to one of the data 
channels to transmit data packets and acknowledgements. 

The notion behind our power control is as follows. The data 
channels will always be used with proper power control so as to 
exploit channel reuse. However, control packets will always be 
sent using the maximum power P,,, because the major respon- 
sibility of control packets is to warn the neighboring environ- 
ment of the future communication activity between the sender 
and the receiver. 

We assume that each mobile host A keeps an array called 
POWER[...]. For each host id neighboring to A, the entry 
POWER[id] registers the level of power that should be used 
by A when sending a data packet to host id. For ease of presen- 
tation, we assume POWER[idJ = 00 if host id  is no longer a 
neighbor of A. The value of POWER[idj can be dynamically 
adjusted if A always monitors the communications around itself 
on the control channel, no matter the packets are intending for it 
or not. Then the formulation in Section 2.2 can be used to tune 
the value of POWER[id]. That is, we can used the receive 
power level of a control packet from host id to determine the 
power level POWER[id] by which A can send a data packet to 
host id.  Note that since control packets are always transmitted 
with the maximum power P,,,, we can replace the parameter 
Pt in Eq. (3) by the constant P,,,,,. Also, let Pm,, be the mini- 
mum power level that a mobile host can distinguish signals from 
noises. We can replace the expected receive power level Px in 
Eq. (3) by the constant Pmin. To reduce the transmission errors, 
one may also add a constant offset on top of Pmin. In addition, 
a timeout mechanism should be included when A does not hear 
any communication from host i d  for a predefined period of time, 
in which case A simply sets POWER[id] to 00. 

The above discussion gives a guideline how to set the val- 
ues in the array POWER[...]. Other gradual tuning schemes or 
lower-level hardware-supported mechanisms may also be used. 
However, we leave this as an independent issue in this paper, 
and one may incorporate any power-tuning scheme into our pro- 
tocol. 

TACK 
NAVRTS 
NAVCTS 
N A V R E . ~  

Table I: Meanings of variables and constants used in our protocol. 
I T ~ I F ~  I leneth of short inter-frame soacine 1 

time to transmit an ACK 
network allocation vector on receiving a RTS 
network allocation vector on receiving a CTS 
network allocation vector on receiving a RES 

- . -  - 
TDIFS I length of distributed inter-frame spacing 
T R T . ~  I time to transmit a RTS 

- 

Ld 
Lc 
B A  

I T r r c  I time to transmit a C T S  I 

- 
length of a data packet 

length of a control packet (RTSICTSIRES) 
bandwidth of a data channel 

TRES I time to transmit a RES 
T-.,-- I the current clock of a mobile host 

Bc I bandwidth of the control channel 
T I maximal orooaeation delav I 

3.2 The Protocol 
Each mobile host, say X, maintains three data structures. 
CUL[ ] is called the channel usage list. Each list entry CUL[i] 
keeps records of when a host neighboring to X uses a chan- 
nel. CUL[i] has four fields: CUL[i].host records a neighbor 
host of X, CUL[i].ch is a data channel used by CUL[i].host, 
CUL[i].rel-time is when channel CUL[i].ch will be released 
by CUL[i].host, and CUL[i].int records whether the signals 
transmitted by CUL[i].host on the data channel CUL[i].ch 
will be overheard by X or not. The second data structure is 
POWER[ 1. Each entry POWER[id] in the array records 
the level of power by which X should use when sending a data 
packet to host id. The third data structure FCL is called the 
free channel list, which is dynamically computed from CUL 
and NL.  

Now suppose a host A wants to send a data packet to host 
B. The complete protocol is shown below. Table 1 lists the 
variableslconstants used in our presentation. 

1. On a mobile host A having a data packet to send to host 
B, it 
true: 

a) 

b) 

L 

first checks whether the following two conditions are 

B is not equal to any CUL[i].host such that 

CUL[i].rel-time >TCurr + (TDIFS + 
TRTS + TSIFS + TCTS).  

If so, this means that B will still be busy (in using 
data channel CUL[i].ch) after a successful exchange 
of RTS and CTS packets. 
There is at least a channel Dj such that for all i: 

(CUL[i].ch = Dj) ==+ {CUL[i].rel-time 5 T,,,, + 
TRTS 4- TSIFS + TCTS)} v (TDrFs 

{(CUL[i].int = 0) A (POWER[CUL[i].host] 
> POWER[B])}  

Intuitively, this is to ensure that if Dj is currently in 
use, then either (i) Dj will be freed after a successful 
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I I (A.B) Communication 1 
B = Backoff 
D = DIFS 

Reccivcr(B) S = SIFS 
I NAVns 

1 NAVRTS I NAVaes I Other 

Time 

Tcun Trsl-time 

Figure 1: Timing to determine whether a channel will be free after a 
successful exchange of RTS and CTS packets. 

exchange of RTS and CTS packets (Fig. 1 shows how 
the above timing is calculated), or (ii) the signals from 
host CUL[i].host on channel Dj does not interfere A 
and the yet-to-be-transmitted signals from 4 to B will 
not interfere host CUL[i].host. Note that condition 
(ii) is determined by the power levels for A to send to 
hosts CUL[i].host and B.  

Then A puts all Dj’s satisfying condition b) into its FCL. 
Otherwise, A must wait at step 1 until these conditions be- 
come true. 

2. Then A can send a RTS(FCL,Ld) to B with power 
P,,,, where Ld is the length of the yet-to-be-sent data 
packet. Also, following the IEEE 802.1 1 style, A can send 
this RTS only if there is no carrier on the control channel 
in a TDIFS plus a random backoff time period. Otherwise, 
it has to go back to step I .  

3. On a host B receiving the RTS(FCL,  Ld) from A, it has 
to check whether there is any data channel Dj E FCL 
such that for all i: 
(CUL[i].ch = 0,) {CUL[i].rel..time 5 

Tcurr + (TSIFS + TCTS)}  V {(CUL[i].int = 0 )  A 
(POWER[CUL[i].host] > POWER[A])}  

If so, Dj is a free channel that can be used by B (the phi- 
losophy for the above conditions is similar to that in Step 
2b; we ensure that D, is a free channel after a CTS duration 
and the yet-to-be-transmitted signals from B to A will not 
interfere host CUL[i].host). Then B picks the first such 
channel Dj and replies a CTS(Dj ,  N A V ~ T S ,  PCTS) to 
A, where 

NAVCTS = + TACK + 27 
PCTS = POWER[A]. 

Then B tunes its data transceiver to Dj waiting for A’s 
packet. Otherwise, B replies a CTS(Test)  with power 
P,,, to A, where Test is the minimum estimated time that 
B’s CUL will change minus the time for an exchange of a 
CTS packet: 

Test = min{Vi, CUL[i].rel_time} - T,,,, - T S I F ~  - TCTS. 

4. On an irrelevant host C # B receiving A’s 
RTS(FCL, Ld), it has to inhibit itself from using the con- 
trol channel for a period 

NAVRTS = ~TSIFS f TCTS + TRES + 27. 

This is to avoid C from interrupting the RTS + CTS + 
RES dialogue between A and B. 

5. Host A, after sending its RTS, will wait for B’s CTS with 
a timeout period of T ~ I F S  + T C T ~  + 2r. If no CTS is 
received, A will retry until the maximum number of retries 
is reached. 

6. On host A receiving 23’s CTS(Dj,  N A V ~ T ~ ,  PCTS). it 

a) Append an entry CUL[k] to its CUL such that 

performs the following steps: 

CUL[k].host = B 
CUL[k].ch = Dj 

CUL[k].rel-time = T,,,, + N A V C T ~  
CUL[k].int = 1 

b) Broadcast RES(Dj,  NAVRES, PRES) with power 
P,,, on the control channel, where 

NAVRES = NAVCTS - TSIFS - TRES 
PRES = POWER[B] 

c) Send its DATA packet to B on the data channel D, 
with power POWER[B]. Note that this steps hap- 
pens in concurrent with step b). 

On the contrary, if A receives B’s CTS(T,,t), it has to go 
back to step 1 at time Tcurr + Test or when A knows that 
there is a newly released data channel, whichever happens 
earlier. 

7. On an irrelevant host C # A receiving B’s 
CTS(D,, N A V ~ T ~ ,  PCTS), C updates its CUL. This is 
the same as step 6a) except that 

CUL[k].rel-time = T,,,, + NAVCTS + T 

0, if POWER[B] > P C T ~  
1, if POWER[B] 5 P C T ~  

CUL[k].int = 

On the contrary, if C receives B’s CTS(TeSt), it ignores. 
this packet. 

8. On a host C receiving RES(Dj,  NAVRES, PRES). it ap- 
pends an entry CUL[k] to its CUL such that: 

CUL[k].host = A 
CUL[k].ch = Dj 

CUL[k].rel-time = Tcupp + N A V R E ~  
0, if POWER[A] > PRES 
1, if POWER[A] 5 PRES 

CUL[k].int = 

9. On B completely receiving A’s data packet, B replies an. 
ACK on Dj with power POWER[A]. 
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4 Simulation Results 

We have implemented a simulator to compare the performance 
of the proposed DCA-PC and our earlier DCA [25] protocols. 
In our simulation, we consider two bandwidth models. Fixed- 
channel-bandwidth means that each channel (data and control) 
has a fixed bandwidth. Thus, with more channels, the network 
can potentially use more bandwidth. ~jxed-totaf-bandwjdt~ 
means that the total bandwidth offered to the network is fixed. 
Thus, with more channels, each channel will share less band- 
width. 

The parameters used in our experiments are: physical area = 
100 x 100, no. of hosts = 200 (except for part B), transmission 
range T = 30, max. speed of a mobile host = 36 km/hr (except 
for part D), DIFS = 50psec. SIFS = lopsec, backoff slot 
time = 20psec, control packet length L, = 300 bits, data packet 
length L d  = 9000 bits. Each mobile host had a roaming pattern 
as follows. It first moved in a randomly chosen direction at a 
randomly chosen speed for a random period. After this period, 
it made the next roaming based on the same model. Packets ar- 
rived at each mobile host with an arrival rate of X packetdsec. 
For each packet arrived at a host, we randomly chose a host at 
the former's neighborhood as its receiver. If the fixed-channel- 
bandwidth model is assumed, each channel's bandwidth is 1 
Mbitdsec. If the fixed-total-bandwidth model is assumed, the 
total bandwidth is 1 Mbitdsec. We use 5 levels of power (ex- 
cept for part c): +, *, . . . , P,,,,,. 

A )  Effect of the Number of Channels: In this experiment, 
we vary the number of channels to observe its effect. Fig. 2 
shows the result under the fixed-total-bandwidth model. As can 
be seen, the peek throughput of DCA-PC does outperform that 
of DCA. One interesting phenomenon is that although DCA- 
PC outperforms DCA in most points, the gap between DCA-PC 
and DCA actually decreases as more channels are used. In other 
words, the effect of power control is less significant as the num- 
ber of channels is too large (e.g., see the gap at 15 channels). 
This is perhaps because the control channel is overloaded (it can 
not function well to distribute data channels to mobile hosts; the 
reason was explained clearly in our early paper [23]). 

Also, as a reference point, we observe that the performance of 
IEEE 802.1 1 is about same as our DCA and DCA-PC protocols 
with 7 channels. Using less than 7 channels is beneficial, but 
using more than 7 channels is disadvantageous. 

Fig. 3 shows the same simulation under the fixed-channel- 
bandwidth model. The trend of the gap between DCA-PC and 
DCA is about the same as the earlier case. The only difference is 
that when we look at the performance of DCA-PC (or similarly 
DCA) individually, the throughput will keep on improving as 
more channels are used. This is quite reasonable because under 
the fixed-channel-bandwidth model, a larger number of chan- 
nels means more total bandwidth that can be used potentially. 
However, the improvement is becoming less significant as too 
many channels are used (the reason was explained clearly in our 
early paper [23]). 

B )  Effect of Host Densify: In this experiment, we vary the 
number of mobile hosts. The result is in Fig. 4, where a fixed 
number of 15 channels are used. We see that the gap be- 

Figure 2: Arrival rate vs. throughput under the fixed-total-bandwidth 
model with different numbers of channels. (The number following each 
protocol indicates the number of channels, including control and data 
ones, used in the corresponding protocol.) 

MY- 

Figure 3: Arrival rate vs. throughput under the fixed-channel- 
bandwidth model with different numbers of channels. 

tween DCA and DCA-PC is slightly larger with more hosts. 
Since more hosts means a denser environment, this indicates that 
power control is more important in crowded area. 

C) Effect of the Number of Power Levels: In this experiment, 
we vary the number of power levels to observe its effect. Appar- 
ently, using more power levels enables a mobile host to trans- 
mit with less interference to its surroundings, thus giving higher 
channel utilization. Fig. 5 (a) and (b) show that using 4 - 6 and 
2 - 3 power levels, respectively, can already deliver a satisfac- 
tory throughput. So it makes not much sense to have too many 
power levels. This also shows the practical value of our result. 

Dj Effect of Host Mobiliiy: In this experiment, we enlarge the 
maximal speed that mobile hosts could take. In Fig. 6, The trend 
does show that our DCA-PC protocol will degrade slightly faster 
than the DCA protocol, as reasoned above. Even so, DCA-PC 

1 I I' . .. . 

~ ~ .L _ _  .... - 

Figure 4: Arrival rate vs. throughput under the fixed-channel- 
bandwidth model at different numbers of mobile hosts. (Di means i 
mobile hosts.) 
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Figure 6: Mobility vs. throughput. The peak throughput appears at 
around A5, while the saturated, but stable, throughput appears at around 
A10. 

still outperforms DCA at highly mobile environment. 

5 Conclusions 
We have proposed a new multi-channel MAC protocol that 
solves the channel assignment, multiple access, and power con- 
trol problems in an integrated way. Extensive simulation results 
have been conducted, which take many factors, such as chan- 
nel bandwidth models, number of channels, host density, and 
host mobility, into consideration. The result shows a promising 
direction to  improve the performance of MANET. 

References 
[ I ]  IETF MANET Working Group. 

http://www.ietf.org/html.charters/manet-charter.html. 
[2] IEEE Std 802.11-1997: Wireless LAN Medium Access Control 

( M A C )  and Ph sical Layer ( P H Y )  specifications. IEEE, Inc.. New 
York, USA, 147 .  

[3] M. Ajmone-Marsan and D. Roffinella. Multichannel local area 
networks protocols. IEEE Journal on Selected Areas in Commu- 
nications, 1 :885-897, 1983. 

[4] A. Bertossi and M. Bonuccelli. Code Assignment for Hidden 
Terminal Interference Avoidance in Multihop Radio Networks. 
IEEELACM Trans. on Networks, 3(4):441449, August 1995. 

[5] V. Bharghavan, A. Demers, S. Shenker, and L. Zhang. MACAW: 
A Medium Access Protocol for Wireless LANs. In Proceedings 
of S I C C O M M  ’94, pages 2 12-225, 1994. 

Dual Busy Tone Multiple Access 
(DBTMA): A New Medium Access Control for Packet Radio 
Networks. In Int’ l  Conference on Universal Personal Commu- 
nication, Oct. 1998. 

[7] G. Foschini and Z. Miljanic. A Simple Distributed Autonomous 
Power Control Algorithm and its Convergence. IEEE Trans. on 
Vehicular Technology, 42(4), 1993. 

[8] C. L. Fullmer and J. J. Garcia-Luna-Aceves. Floor Acquisition 
Multiple Access (FAMA) for Packet-Radio Networks. In Pro- 
ceedings of SIGCOMM ’95, Nov. 1995. 

[9] J. J. Garcia-Luna-Aceves and J. Raju. Distributed Assignment of 
Codes for Multihop Packet-Radio Networks. In Proceedings qf 
IEEE MILCOM ’97, Nov. 1997. 

[IO] L. Hu. Distributed Code Assignment for CDMA Packet Radio 
Networks. IEEE/ACM Trans. on Networks, 1 (6):668-677, 1993. 

[ 1 I] D. Johnson and D. Maltz. Dynamic Source Routing in Ad Hoc 
Wireless Networks in Mobile Computing. 7: Imielinski and H .  Ko- 
rth eds., pages 153-181. Kluwer Academic, 1996. 

[ 121 J.-H. Ju and V. 0. K. Li. TDMA Scheduling Dedsign of Multihop 
Packet radio networks Based on Latin Squares. IEEE Journal on 
Selected Areas in Communications, 17(8): 1345-1352, 1999. 

[I31 P. Karn. MACA - A New Channel. Access Method for Packet 
Radio. In ARRUCRRL Amateur Radio 9th Computer Networking 
Conference, pages 134-140, 1990. 

[I41 L. Kleinrock and F. A. Tobagi. Packet Switching in Radio Chan- 
nels: Part 1 - Carrier Sense Multiple Access Modes and Their 
Throughput-Delay Characteristics. IEEE Trans. on Communica- 
tion, 23(12):1417-1433, 1975. 

[ 151 W.-H. Liao, Y.-C. Tseng, and J.-P. Sheu. GRID: A Fully Location- 
Aware Routing Protocol for Mobile Ad Hoc Networks. To appear 
in Telecommunication Systems. 

[I61 C. R. Lin and M. Gerla. Real-Time Support in Multihop Wireless 
Network. ACM/Baltzer Wireless Networks, 5(2), 1999. 

[I71 C. R. Lin and J.3.  Liu. QoS Routing in Ad Hoc Wireless Net- 
works. IEEE Journal on Selected Areas in Communications, 
17(8):142&1438, August, 1999. 

[18] A. Nasipuri, J. Zhuang, and S. R. Das. A Multichannel CSMA 
MAC Protocol for Multihop wireless Networks. In P r0ceeding.r 
of WCNC ’99, Sep. 1999. 

[I91 S.-Y. Ni, Y.-C. Tseng, Y.4. Chen, and J.-P. Sheu. The Broad- 
cast Storm Problem in a Mobile Ad hoc Network. In Proc. A C M  
M O B I C O M  ‘99.. pages 151-162, 1999. 

[20] 2. Tang and J. J. Garcia-Luna-Aceves. Hop-Reservation Multiple 
Access (HRMA) for Ad-Hoc Networks. In Proceedings ofIEEf7 
I N F O C O M  ’99, Oct. 1999. 

[21] S. Ulukus and R. Yates. Adaptive Power Control and MMSE in- 
terference suppression. ACM/Baltzer Wireless Networks, 999(4), 
1998. 

[22] E. K. Wesel. Wireless Multimedia Communicaions: Network- 
ing video, Voice, and Data. Addison-Wesley, Reading, Mas- 
sachusetts, USA, 1998. 

[23] S.-L. Wu, C.-Y. Lin, Y.-C. Tseng, and J.-P. Sheu. A New Multi- 
Channel MAC Protocol with On-Demand Channel Assignment 
for Mobile Ad Hoc Networks. In Int’I Symposium on Parallel 
Architectures. Algorithms and Networks, pages 232-237, 2000. 

[24] S.-L. Wu, S.-Y. Ni, Y.-C. Tseng. and J.-P. Sheu. Route Main- 
tenance in a Wireless Mobile Ad Hoc Network. To appear i n  
Telecommunication Systems. 

[25] S.-L. Wu, Y.-C. Tseng, and J.-P. Sheu. Intelligent Medium Ac- 
cess for Mobile Ad Hoc Networks with Busy Tones and Power 
Control. IEEE Journal on Selected Areas in Communications, 

[6] J. Deng and Z. J. Hass. 

18(9): 1647-1 657, 2000. 

424 

http://www.ietf.org/html.charters/manet-charter.html

