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Abstract—In Delay Tolerant Networks, the delay of packets is 
long due to the intermittent connections caused by the mobility 
of nodes. Epidemic Routing Protocol can reduce the delay time 
and raise the packet delivery rate by replicating and spread 
copies of source packets in the networks, but it inevitably 
exhaust memory resources and network bandwidth. In this 
paper, we propose a network coding with limited buffer 
routing protocol. When a buffer of a node is full, two packets 
in the buffer are chosen randomly and encoded linearly 
together in to a packet to save buffer space and improve the 
performance in many-to-one communications.  

Keywords- Delay tolerant networks, epidemic routing, limited 
buffer, multicast, network coding 

 

I.  INTRODUCTION 
In Delay Tolerant Networks (DTNs) [1], the 

communications among sensor nodes are disrupted with low 
communication bandwidth, such characteristics of networks 
will lead to low throughput and long end-to-end delay of 
packets. Solutions have been proposed to handle routing and 
make improvements in the research area, where connections 
between wireless mobile nodes are intermittent over time 
due to small transmission range, mobility, or interferences. 
Moreover, the end-to-end path between source and 
destination does not exist due to the disrupted connections, 
so the path that a packet go from source to destination could 
be seem as an opportunistic path, which means every link in 
the path appears by chance. While traditional routing 
approaches relying on well-connected end-to-end routes 
cannot be applied to DTNs. 

The size of buffer in nodes is closely related to the 
performance of the routing protocols in DTNs. Because of 
the intermittent nature of DTNs, nodes adopt carry-and-
forward method, where a node would keep a packet in its 
buffer for a long time, and forward it many times to increase 
the delivery ratio of the packet, so small buffer size 
deteriorate the performance in DTNs greatly. Also, when 
buffer size is limited, the insufficiency of utilization of each 
buffer space arises. If amounts of copies of each source 
packet are uneven, there must be some source packets have 
little copies spread in the network, and it will worsen the 
coupon collector’s effect [2] on destination, which means 
more source packets are being collected and the probability 
to get innovative packets from each meeting on the 
destination becomes smaller, so it will take a long time to 
collect all innovative packets.  

Thus, how to evenly spread the copies of each source 
packet is a very important issue in many-to-one network 
model with limited buffer. Epidemic Routing Protocol 
(ERP) [3] has been proposed to deal with the disrupted 
connection in DTNs. It is a flooding-based routing protocol, 
and its behavior is analogous to the spread of infectious 
disease. Nodes in ERP continuously replicate and transmit 
packets to newly contact nodes that have not possessed a 
copy of the packets. ERP can raise the delivery rate and 
shorten the end-to-end delay of the packets, but cost lots of 
resources during the flooding, especially when buffer size is 
limited. In researches area of DTN, the tradeoff between 
delivery rate and cost of resource is focused on now.  

In this paper, we introduce network coding method to 
solve the problem brought by limited buffer size to raise the 
packet delivery rate and shorten the packet delay. With 
network coding, a fewer transmissions are needed than the 
traditional store-and-forward mechanism. We proposed an 
efficient transmission protocol, NC-LB, based on network 
coding for many-to-one model in DTNs to deal with limited 
buffer constraint. Instead of applying network coding only to 
the packets that come from the same source nodes, such as 
in the unicast based models, we apply the network coding to 
the packets from multiple sources which are generated in the 
same period of time. Our analysis and simulation shows that 
NC-LB delivers packets with shorter delay than ERP. With 
more source nodes, NC-LB can save more than 70% 
delivery delay in many-to-one model than ERP. On the other 
hand, it also is shown that with the same delays required, 
NC-LB requires less buffering capacities than ERP.  

The rest of this paper is organized as follows. We discuss 
related work of DTNs protocols and network coding based 
protocols in Section II. In Section III, we propose NC-LB 
protocol in many-to-one model with buffer size constraint. 
The simulation results are shown in Section IV. Section V 
concludes our research. 

II. RELATED WORK 
There are two kinds of protocols well known in the 

studies of DTNs including direct transmission mechanism 
and replicate-and-forward mechanism. The early idea 
proposed is direct transmission protocol. In direct 
transmission protocol, a source node transmits packets to 
destination node only when they are directly connected with 
each other. Without any help of relaying, however, direct 
transmission protocol suffers from longer delay time. 
Considering the drawback of direct transmission, replicate-
and-forward mechanism, such as ERP, was proposed. To 
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reduce the delay time from source to destination, ERP 
involves relay nodes to help forwarding packets to 
destination. With the help of relay nodes, end-to-end delay is 
efficiently reduced. However, the overhead of redundant 
copies is produced as the cost, because relay nodes of ERP 
will keep all the packets it received until the packets are 
expired. Although the more existence of copies in network 
increases the probability of reaching destination for packets, 
most copies become redundant once the destination gets one 
of the packets, and the redundant copies may occupy the 
memory resources rapidly. Therefore, it is a major issue in 
the study of routing in DTNs to balance the overheads of 
memory consumption and end-to-end delay time.  

Studies about ERP are proposed to solve this tradeoff 
problem based on forwarding strategies. Restricted ERPs [4] 
are proposed to reduce redundant copies in epidemic routing. 
In restricted ERPs, a relay node decides whether to forward 
or delete a packet in its buffer by considering the packet’s 
expiration time, time to live. In [5], the n-epidemic protocol 
was proposed to reduce the number of transmissions, but the 
delay time of epidemic routing would not be increased. In n-
epidemic routing protocol, nodes would only forward 
packets when they meet more than two nodes at the same 
time, and each packets in relays will be forwarded for at 
most n times, so the energy efficiency is also improved by 
reducing the amount of transmissions. 

Except employing forwarding strategies to balance the 
tradeoff between memory consumption and packet delay 
time, the dropping strategies in ERP are addressed in [6]. 
Nodes need dropping strategy to decide which packets are to 
be dropped when their buffers are full. A dropping strategy 
can enormously affect the distribution of copies of each 
source packet. Many mechanisms had been proposed to 
balance the distribution of copies of each source packet, such 
as Drop Old, Drop Random, FIFO, and evict MOst 
FOrwarded first (MOFO) [6]. 

The benefit of network coding mechanism in DTNs is 
less buffer size requirements, as a result, network coding has 
also been applied to unicast and multicast. The effect of 
applying network coding mechanism to the unicast was 
studied in [7, 8, 9], but these studies are under the 
assumption that nodes can store only one single packet, or 
bandwidth is only enough to transmit one packet in each 
meeting. And an approach of applying random network 
coding to multicast in wireless sensor networks was 
presented in [10]. In [11], the authors proposed a network 
coding algorithm based on epidemic routing protocol, NCER, 
which is different with original network coding. In NCER, 
network coding is applied in both the source and the 
destination. The author assumed that a source has a large 
number of packets to be transmitted to a destination, so 
arriving packets are a stream in the queue. Moreover, in this 
algorithm, this stream in the queue is partitioned into blocks 
and each block are linearly combined by k packets as a 
pseudo packet with a set of coefficient which is chosen from 
Galois Field [12].  

III. PROTOCOL DESIGN 
Based on many-to-one model, our network model is 

described as follow. There are S source nodes, R relay nodes 
and one destination node. Every node has the ability to move 
in scenario, only source nodes can generate new packets by 

sensing devices. And we assume that the data generating 
rates are same on all the source nodes. Each source node and 
the number of buffer size of each relay node is BS, where 
can only contain BS packets at a certain time. Moreover, we 
assume that the destination node is equipped with enough 
resource, such as buffer space and memory, to contain all 
received packets. In other words, the destination node will 
not drop any packet that it has received. Further, we assume 
that nodes can randomly move in a constrained area, and the 
area is large enough comparing to the transmission range, so 
that the probabilities of nodes meeting each other is low in 
accordance with the features of the DTNs. We also let nodes 
periodically transmit and listen low power beacon messages. 
When two nodes hear beacon message from each other, it 
means they are within an available mutual transmitting range. 
In our network model, it is not necessary to constrain the 
bandwidth between nodes because the limited bandwidth 
constraint is similar to the limited buffer constraint. For 
example, if nodes can only transmit at most four packets 
during each encounter, then it is analogous to our network 
model where every node has a buffer which is limited to four. 

A. Single-packet network model 
We will propose our protocol based on ERP in single-

packet network model at first, which is the special case of 
the multiple-packet model. In single-packet model, each 
source node only generates one packet at the beginning. In 
the following, we will provide details of applying ERP onto 
many-to-one model in DTNs with limited buffer constraint. 

1) ERP for single-packet network model 

Each node in ERP stores and maintains a Summary 
Vector (SV) that is compact representation information of all 
packets stored in its buffer. When two nodes meet, they will 
exchange their summary vectors and decide which packets 
will be transmitted based on their summary vectors. For 
example, when two nodes A and B come into 
communication range of each other, they first exchange their 
summary vectors. Without loss of generality, we assume B 
will transmit packets to A first. B decides the packets which 
will be transmitted to the A by performing a logical negation 
to SVA, and then performing AND operation between ¬SVA 
and SVB to determine which packets have not been received 
by A. (¬SVA AND SVB ) represents the set of packets in B 
and not in A. Then B would start to transfer packets (¬SVA 
AND SVB). In the receiving stage, a node would receive any 
packet if its buffer is not full, otherwise, it would start to 
drop packets for receiving novel packets. For example, when 
node A receives a packet, if its buffer is not full, the packet 
would be put into the buffer directly; but if the buffer is full, 
it needs dropping strategy to decide whether it should drop 
the incoming packet, or drop an old packet in its buffer to 
receive the incoming one. When the amount of copies of a 
certain source packet is few, the probability that the 
destination can receive the packet would be low, and a good 
dropping strategy can help to reduce the number of copies of 
source packets. In other words, a good dropping strategy 
makes the amounts of copies of each source packets to be 
approximate equality in the network, so the destination node 
has the same probability to acquire every source packet.  

We apply MOFO dropping strategy to ERP. MOFO 
gives the best performance comparing to all the other 
dropping strategies. In MOFO, nodes would keep a times 
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record of a packet being transferred. When two nodes meet, 
a node would receive new packets it does not have from the 
other node. If a node’s buffer is full, it would sort and 
choose the packet in its buffer that has been transmitted the 
most of times as the candidate packet to be dropped in this 
round. After that, the node will check whether the new 
packet has been received and dropped before. If it is not, the 
candidate packet will be dropped. If it is, it would compare 
the transmission times of the new packet with the candidate 
packet in the buffer, if the new packet has been transmitted 
more, it would not be received; otherwise, the candidate 
packet would be dropped, and the new packet would be 
received. 

2) NC-LB for single-packet network model 

Our proposed protocol, Network Coding based on 
Limited Buffer (NC-LB), adopt the idea of carry-and-
forward as epidemic routing. But for the reason of limited 
buffer, we apply the network coding technique to the packets 
in the buffer both in receiving stage and in transmitting stage 
to enlarge the information amount of receiving.  

We first define S as the number of source nodes, and 
“source packet” as the packet has not been encoded, “coded 
packets” as the packet which is encoded by the linear 
combination of source packets. We also define Pi as a source 
packet or its copy which is generated by the source node i. A 
linear coded packet x which is the linear combination of P1 , 
P2 , , PS  can be denoted in the form: x = � ����

�
���  , where 

�� are encoding coefficients and are randomly chosen from 
Galois Field. Note that, a source packet Pk can also be 
denoted in the form: x = � ����

�
��� , with the coefficients �� (i

k) is zero, only �	  is nonzero. A coded packet that is 
consisted of Pj1 , Pj2 ,… and, Pjm  can also be denoted in the 
form: x = � ����

�
���  , with the coefficients ��  (i j1, j2,…, 

jm) are zeros and �
�� �
��  � �
� are nonzero. Each packet x 
in the buffer stores the encoding vector [��� �� � � ��] of the 
packet. 

a) Receiving stage 
In NC-LB, every node does not drop any packet even 

when its buffer is full, but linearly encode the incoming 
packet with a random packet stored in its buffer. We assume 
node A and node B denote the two meeting nodes, and A 
starts the receiving process. If A’s buffer is not full, and A 
receives a packet from B, A would simply put the packet into 
one empty position in buffer. Otherwise, if A’s buffer is full 
and A receives a packet xb = � ����

�
���  from B, A will 

randomly pick a packet xa = � ����
�
���  from its buffer as 

candidate of encoding,  randomly generate two coefficients 
����� ������  from Galois Field and combine xa and xb. The 
new linearly combined packet is ��  = �� � �� ����� � ��  = 
�� � � ����

�
��� ����� � � ����

�
���  = � ������ � ����� � ��

�
��� � , 

which is a new linear combination of source packets, then � 
would replace xa with �� in its buffer space. 

A destination node will obtain either a source packet or a 
coded packet when it meets a mobile source node, and 
attempts to decode the source packets from the coded 
packets. Decoding S source packets from S coded packets is 
equivalent to solving the S linear independent equations of S 
unknown variables. The decoding matrix represents the 
coefficient matrix of such linear equations. When the rank of 

the decoding matrix is S, Gaussian Elimination can be 
applied to solve this problem and the S source packets can be 
decoded from the encoded packets. However, if the 
destination node has received S packets but rank of the 
decoding matrix is less than S, the destination node has to 
wait to receive more packets and linearly encode the new 
received packets to the original S packets, until the rank 
reaches S. 

b) Transmitting Stage 
In transmitting stage, it is unnecessary for encountering 

nodes to always transmit all buffered packets to each other, 
so that we proposed an approach according to the local 
packets information in the buffer, Local-decision (LD), to 
decide how many packets will be transferred when two 
nodes meet. We define Xi = { x | x is a source packet or an 
encoded packet in node i’s buffer }, and |Xi| being the 
number of total packets in node i’s buffer. In LD approach, 
nodes need to keep a record of the packets in their buffers. 
For node i, we define Recordi = {k | for all packet x � Xi , x = 
� �	�	
�
	��  and �	  0 }, and define !"#$%&'((((((((((( = {1,2,…, S} - 

Recordi, and we also define )!"#$%&�) to be the number of 
elements in Recordi. For example, in a DTN, we assume S = 
3, BS = 2, a node i has two packets x1 = a1P1 + a2P2 and x2 = 
a3P1 + a4P3 in its buffer. Thus, we have Xi = {x1, x2}, | Xi | = 
2, Recordi = {1, 2, 3}, and the value of )!"#$%&�) = 3, which 
means the encoded packets of node i including three source 
packets: P1, P2, P3. We let Ranki denote the rank (which 
equals to the value based on the definition in linear algebra) 
of the packets in the buffer of node i, and in LD, to calculate 
Ranki would be simply calculating Min(BS, )!"#$%&�)).  

Before each transmission, a node would linearly combine 
all the packets in its buffer into a packet, and then transmit 
this packet to another node. By linear combination, the node 
does not need complicate forwarding strategy to achieve the 
even distribution of source packets. The packet being 
transmitted would be useful to the other node if the packet 
can increase its rank, or the packet can provide new source 
packets’ information to the other node. But if the packet is 
useless to the other node, the result is just the other node’s 
buffer remain the same rank after receiving current packet. 

In LD approach, when two nodes meet with each other, 
the two nodes use the information of their own buffers to 
calculate Ranki = Min(BS, )!"#$%&�)), and transmit Ranki 
packets to each other. Giving an example, let A and B denote 
two meeting nodes, both nodes’ buffer sizes are limited to 3. 
Supposing all the packets in the buffers are independent, and 
A has three packets and B has two packets originally. When 
the two nodes meet, we assume B sends packets to A. 
Initially, B’s rank is two, so it transfers two linearly 
combined packets of the two packets in B’s buffer to A. In 
this example, the transmitted packets are a1,5P1+ b1,5P2 and 
a1,6P1+ b1,6P2. But A’s buffer is already full, so A randomly 
do 1-to-1 combination using the incoming packets and one 
of the packets in A’s buffer. In our example, the incoming 
packets are combined with the P1 and a1,2P1+b1,2P2+c1,2P3, 
respectively in A’s buffer. When A is transmitting to B, A’s 
rank is three, so it transfers three linearly combined packets 
to B. Then B will combine the receiving packets with the 
packets in its buffer. The results would be the same as in 
Fig.1. LD is easy to be implemented and advantageous when 
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buffer size is small because it does not
packets before transferring.  

Figure 1: Example of LD approach with
 

B. Multiple-Packet Network Model 
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very high probability by using network coding. However, in 
ERP, nodes can double the amount of innovative packets in 
their buffers in a meeting with high probability only if S to 
BS ratio is very high. As a result, to estimate the meeting 
time needed to collect all the source packets, we can 
consider that all the packets received by destinations are 
innovative in NC-LB. Then the expected converging time 
would be �

:��
�� � 4$5���7 � !� 3 4$5��7 � 4$5�87. However, 

it is not able to be satisfied in ERP because there are many 
redundant meetings without efficient packets exchange in 
ERP.  

By the result of computing analysis in scenarios with 
different source nodes number, as shown in Fig. 2, we can 
conclude that the NC-LB requires much less converging 
time comparing to ERP when the ratio of source nodes 
number to buffer size increases. 

 
Figure 2: converging time of different approaches under varying source 

numbers 

IV. SIMULATION RESULTS 
We will first show the simulation of single-generation 

network model, from which we can inspect the performance 
of NC-LB and ERP under different scenarios. Secondly, we 
will compare ERP and NC-LB under multiple-packet 
network model.  We used the ONE simulator to simulate 
ERP and NC-LB in DTNs. We set the mobility model in 
simulation to be random-way point model, the simulation 
region is 1500m  1500m, and transmission range is set to 
50m. There is one destination node and 32 source nodes in 
the simulation. Each result data displayed following is the 
average over 50 simulations. 

1) Simulation of single-packet network model 
To simulate in single-packet network model, we let each 

source node generates only one packet at the beginning of 
the simulation. We let nodes move with the random-way 
point model [14], when nodes go into each other’s 
transmission range, they will start to transmit. The 
simulation will end when the destination node collects all the 
source packets. The performance metric in single-packet 
network model in DTNs is the converging time, the time 
interval to collect all the source packets for destination. 

Fig. 3 displays the simulation results of ERP with MOFO 
dropping strategy, and NC-LB. It is shown when the number 
of source nodes increases, which means the destination 
needs to collect more and more source packets. In ERP, the 
converging time increases larger than in NC-LB. NC-LB 
outperforms ERP by 74.8% in average. Also, the simulation 
shows when S � BS, such as S = BS = 4, buffer is always 
sufficient to receive new packets, so there would be no 
occurrence of dropping. Thus NC-LB has no gain over ERP 

in this case. However, when S > BS, by NC-LB, we can 
decrease much more converging time than by ERP.  

 
Figure 3: Converging time of ERP and NC-LB under different source 

nodes number 
Next, we will show the influence of different buffer sizes. 

In Fig. 4, it is shown that the converging time of NC-LB 
outperforms its of ERP by 85.5% in average. We can 
conclude that the converging time under both ERP and NC-
LB definitely decrease with the increasing of buffer size. 
Still we can observe from Fig. 4 that even when buffer size 
is 1, the destination in NC-LB needs about 35 meetings only, 
and when buffer size � 4, the converging times stay still 
around 10. It means that 4 buffers are enough for NC-LB 
under this simulation environment. Moreover, the 
converging time would not decrease even if the buffer size 
continues to increase. We can also conclude from Fig. 4 that 
with NC-LB, the buffer size requirement is much less than 
ERP to achieve the same converging time. Thus NC-LB is 
exceptionally suitable to be the solution for DTNs with 
limited buffer size. 

 
Figure 4: Converging time under different buffer size 

In Fig. 5, it is shown that the converging time of NC-LB 
outperforms its of ERP by 82.6% in average under different 
relay nodes number. Moreover, it is shown that the 
converging time drastically decrease under ERP with the 
help of relay nodes. However, NC-LB can achieve less 
converging time with the help of less relay nodes than ERP. 

 
Figure 5: Converging time of ERP and NC-LB under different relay nodes 
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In the simulation of multiple-packet network model, 
packets are periodically being generated. Thus old packets 
should be replaced by the new generated packets. In these 
scenarios, the main performance metrics is packet delivery 
rate (PDR) instead of the time interval to collect all the 
source packets for destination, because destination will 
continue to collect multiple generations of source packets 
during the sensing and transmission in the network. 

In Fig. 6, it is shown that PDR of NC-LB increases, 
being close to 100% gradually, while PDR of ERP is less 
than 40%. Moreover, we can conclude that the PDR 
increases in NC-LB while it decreases in ERP when source 
node number increases. The reason is that the larger the 
density of source nodes in the network is, the greater the 
number of packets it needs to collect in each generation is. 
Moreover, the utility of each buffer space in ERP is not as 
high as in NC-LB, so with more source packets being 
generated in each generation, the PDR of ERP decreases. 

 
Figure 6: PDR of ERP and NC-LB under different source number. 

The influence of the buffer size is shown in Fig. 7. PDR 
of ERP increases steadily with the increasing of buffer size. 
However, PDR of NC-LB increases more quickly than it in 
PDR and keeps in a higher level of being close to 100%, 
while PDR of ERP is less than 60%. Moreover, as the result 
shown in Fig. 4, NC-LB with 4 buffer space is enough to 
achieve high PDR in this environment. 

 
Figure 7: PDR of ERP and NC-LB under different buffer size, S = 32. 

V. CONCLUSIONS 
In DTNs, the long transmission delay of packets will 

decrease the efficiency and availability of applications. In 
this paper, we proposed a network coding with limited 
buffer routing protocol, NC-LB, which includes the linearly 
random network coding technique to enhance the 
performance in communications. Nodes encode packets to 
save space while keeping the partial information of each 
packet, and nodes also encode all the packets in their buffers 

before transmitting, which makes the encoded packets 
innovative to the other nodes with high probability. In 
simulation, it is shown that the destination in NC-LB needs 
less time in average to collect all the source packets than 
ERP in single-packet network model by different source 
nodes number, buffer size and relay nodes number. 
Moreover, the advantage of NC-LB becomes apparent 
especially when the ratio of source to buffer size is higher, 
and NC-LB can save more than 70% converging delay than 
ERP. We also implemented the simulation in multiple-
packet network model, it is shown that due to the less 
requirement of packet collecting time, NC-LB has higher 
data delivery rate over ERP by different source nodes 
number and buffer size. 
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